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Adiabatic Geometric Phases and Response Functions
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Treating a many-body Fermi system in terms of a single particle in a deforming mean field, we
relate adiabatic geometric phase to susceptibility for the noncyclic case, and to its derivative for the
cyclic case. Employing the semiclassical expression of the susceptibility, the expression for geometric
phase for chaotic quantum system immediately follows. Exploiting the well-known association of the
absorptive part of susceptibility with dissipation, our relations may provide a quantum mechanical origin
of the damping of collective excitations in Fermi systems. [S0031-9007(97)05154-5]
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Chaotic adiabatic systems [1] serve as useful models
complex systems in the mean-field approximation. The
idealized models have been employed to understand v
interesting phenomena in nuclear [2] and plasma phys
[3]. In particular, an important problem of many-bod
theory is to relate the slow collective excitations to fast
single-particle motions. Adiabatic approximation leads
to linear response theory on one hand where dynami
susceptibility (or polarization propagator) [4] is centra
and geometric phases on the other. A relation betwe
these seemingly disparate quantities is being sought fo
this Letter.

Phase factors of geometric origin were discovere
for adiabatic quantum systems [5,6] and have be
generalized to nonadibatic situations [7]. The geome
of the Hilbert space plays a key role in understandin
geometric phases [8], a recent illustration being for th
Josephson junction [9]. Adiabatic geometric phase l
to an understanding of several phenomena in phys
[10] like fractional statistics in two-dimensional statistica
mechanics, integer quantum Hall effect, anomalies in fie
theory, and Magnus force in the context of superfluidi
[11], and so on. Recently, it has been shown that t
viscosity of quantum Hall fluid in two dimensions at zer
temperature is related to adiabatic curvature [12]. A
interesting aspect of many-body physics related to the
advancements is in the Born-Oppenheimer approximat
where reaction forces are shown to be of geomet
origin [13]. Owing to an intimate tangle of collective
and single-particle effects, it becomes useful to treat t
total system as one where a slow subsystem is coup
to a faster one. In this setting, first-order corrections
the Born-Oppenheimer approximation leads to geomet
magnetism and deterministic friction in a fully classica
treatment, whereas a half-classical treatment gives rise
geometric magnetism only.

When a particle (a nucleon, say) moves inside an enc
sure whose boundary is adiabatically vibrating in time, th
wave function can acquire a geometric phase over a cy
of vibration. This model is an idealization of a single pa
ticle in a mean field represented by the enclosure, and
been an established paradigm for numerous studies in
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past [1]. We would particularly like to emphasize her
the importance of such studies in enhancing the unde
standing of damping of collective excitations in nuclea
physics. Concepts like time correlations and susceptib
ity are fundamental to any discussion of quantum stati
tical mechanics as they lead to an understanding of t
response of the many-body system [4] and the transp
coefficients [14]. It is well known that the imaginary par
of susceptibility is related to dissipation, thus it may b
quite interesting to explore its possible relationship with
quantity like geometric phase. To work out such a rela
tion, we begin with a discussion of geometric phase an
identify the appropriate quantities related to susceptibilit

Let us first consider a Hamiltonian parametrized b
R which describes a single particle in an effectiv
mean field where the shape of the field is vibratin
adiabatically in time. It is well known [5] that when the
parameters evolve along a cyclic pathC the instantaneous
eigenfunction of the system,jnsRdl corresponding to the
eigenvalueEnsRd, acquires a geometric phase given by

gnsC d ­
I

C
iknsRd j ,RnsRdl ? dR

­ 2
1
h̄

Z
S

Vn ? dS , (1)

whereS is the surface enclosed byC in the parameter
space, andVn is the “field strength” (adiabatic curvature)
given by a familiar expression involving a sum o
weighted wedge product between two appropriate matr
elements:

Vn ­ 2ih̄
X

msfind

knj,RHjml ^ knj,RHjml
sEn 2 Emd2

. (2)

A suitable form ofVn for the sequel is [15]

Vn ­
i

2h̄
lim
e!0

Z `

0
dte2et tknj fs,RHdt , ^s,RHdg jnl ,

(3)

wheres,RHdt denotes the Heisenberg-evolved operato
Note that, the statejnsRdl appearing in (3) corresponds to
a single-particle eigenket in an effective mean field. Th
state is clearly related to the original many-body Ferm
© 1998 The American Physical Society
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system for which the imaginary part of the dynamica
susceptibility is [14]

x 00std ­
1

2h̄
kF0j fÂstd, B̂s0dg jF0l

­
Z dv

2p
e2ivtx̃ 00svd , (4)

wherejF0l is the pure ground state of the many-particl
system with Fermi energyEF. If one-body operatorŝH,
Â, andB̂ are used to construct many-body operators by
direct sum so as to get̂H , Â, andB̂ , respectively, and
l

e

a

Ĥ jFll ­ EljFll, then we [16] have

kF0jÂjFll ­ kmsRdjÂjnsRdl . (5)

On reducing the many-body system atT ­ 0 K (where
the Fermi-Dirac distribution is a Heaviside step function
to a one-body system, we can express [16]

x̃ 00
ABsvd ­ 2

v

2

Z
dteivt trdsEF 2 Hd fÂstd, B̂s0dg .

(6)

This can also be written semiclassically as [16]
x̃ 00
ABsvd ­ 2

v

2

Z
dt

Z dfxdfp
s2p h̄df dsE 2 HdAW sx, pd fesiv2L̂cl dtBW g sx, pd 1 O sh̄2f11d

2
v

2p h̄
dsEF 2 Hd

X
p,r

coss r
h̄ Sp 2 r

p

2 npd
j detsmr

p 2 Idj1y2
?

Z
dteivt

I
p

dtAW stdBW st 1 td 1 O sh̄0d , (7)
e,

-

where the subscript “W” refers to the Weyl symbol
of the operator,f denotes the degrees of freedom
and L̂cl is the Liouvillian operator. The last term
corresponds to the periodic orbit expansion whereSp,
np , and mp correspond to action, Maslov index, and
the monodromy matrix for the periodic orbitp, and r
denotes the repetitions. We have used the Gutzwil
trace formula [17] for the case where the single-partic
motion is chaotic. The above semiclassical expressi
is valid for Hamiltonian operators which are quadratic i
momentump̂, with an additive position-dependent term
The expression (6), however, is general. For the ca
where the system has partially broken symmetry, th
results have been recently generalized [18].

The label “n” in (3) corresponds to single-particle state
and is related tojF0l because the many-body matrix
elements can be written in terms of one-body matr
elements for the case where all the constituents are tak
as noninteracting. In many-body physics, this gives th
zero-order response whereupon the interaction can
included in a Vlasov description in an iterative way [19]
,
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For relating the response function to the geometric phas
the operatorsÂ and B̂ in our discussion are to be
identified with,XĤ and,YĤ for R ­ sX, Y , Zd.

The matrix element in (3) can be written as a many
body matrix element using (5) by composinĝA and
B̂ so that we get the operatorC std ­ fAstd, Bs0dg 2

fB std, As0dg, which is related to a differencex 00
ABstd 2

x
00
BAstd ­ x 00cstd. Thus, we can rewriteVn as

Vn ­
i

2h̄
lim
e!0

Z `

0
dte2et tkF0jC jF0l

­
Z `

0
dttx 00

Cstd ­ 2
≠x̃ 00svd

≠v

Ç
v­0

. (8)

We now arrive at our first relation for the case of cyclic
evolution:

gnsC d ­
Z

S
dS

≠x̃
00
Csv; Rd
≠v

Ç
v­0

. (9)

Sincex̃
00
Csvd is related to energy dissipation, this relation

connects geometric phase to dissipation.
Exploiting (7), we get
≠x̃
00
ABsv; Rd

≠v

Ç
v­0

­ 2
1
2

Z
dt

Z dfxdfp
s2p h̄df dsE 2 Hd fAW se2Lcl tBW d 2 BW se2Lcl tAW dg

2
1

2p h̄
lim
v!0

dsEF 2 Hd
X
p,r

coss r
h̄ Sp 2 r

p

2 npd
j detsmr

p 2 Idj1y2

3
Z

dteivt
I

p
dtfAW stdBW st 1 td 2 BW stdAW st 1 tdg , (10)
as

n,
oes

ic
the
It
which entails the semiclassical expression for adiaba
geometric phase for chaotic systems, using (9). The fi
term comes from the classical time correlation functio
which is expected to decay exponentially as the dynam
is chaotic. This decay is governed by the largest Liapun
exponent of the classical system. The second term is
semiclassical correction in terms of periodic orbits whic
can be termed as a periodic orbit two-form. It is importa
tic
rst
n
ics
ov
the
h
nt

to note that (9) is valid for general Hamiltonians, where
(10) is restricted to the operators likep̂2 1 V sq̂d only.

The time-dependent deformation of the mean field ca
in general, be noncyclic, where the above expression d
not hold.

When a quantal system does not follow a cycl
evolution the geometric phase not only depends on
path of the evolution curve but also on the end points.
651
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has been shown in [20] that the wave function can acqu
a geometric phase during its time evolution, irrespecti
of adiabatic and cyclic condition, given by

gsGd ­
Z

ikxstd j Ùxstdldt , (11)

where jxstdl is a modified state vector defined from
the actual state vectorjCstdl of the system asjxstdl ­
kCstd j Cs0dl
jkCstd j Cs0dlj jCstdl and an overdot denotes the time deriv
tive. From this general expression, the adiabatic, ope
path geometric phase can be written in the following wa

gnsGd ­
Z

G

ikxnsRd j,xnsRdl ? dR

­
Z

G

VnsRd ? dR , (12)

where VnsRd is a generalized adiabatic vector potenti
(connection one-form) whose line integral gives the ge
metric phase. This noncyclic adiabatic geometric pha
can be expressed as a line integral of the difference of t
vector potentials [21],
652
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gnsGd ­
Z

G
fAnsRd 2 PnsRdg ? dR , (13)

where AnsRd ­ iknsRd j ,nsRdl is the usual Berry po-
tential whose curl gives the adiabatic curvatureVn and
PnsRd ­ 2Ims knsRs0dd j ,nsRdl

knsRs0dd j nsRdl d is an extra potential that
takes care of the contributions from the end points of t
evolution path. The noncyclic geometric phase is gau
invariant because under a local gauge transformation,An

and Pn transform in the same way. Also in the specia
case of cyclic evolutions of parameters, (12) goes over
the well-known expression, (1).

For our purpose, we simplify the generalized vect
potentialVnsRd as

VnsRd ­ AnsRd 2 PnsRd

­ Im
X

msfind

knsRs0dd j msRdl
knsRs0dd j nsRdl

kmsRdj,HjnsRdl
sEn 2 Emd

.

(14)

Using an integral representation ofsEn 2 Emd21, we
can writeVnsRd as follows:
VnsRd ­
1
h̄

X
msfind

lim
e!0

Z `

0
dte2et Im

∑
ie2isEn2Emdty h̄ knsRdjPnsRs0ddPmsRd,HjnsRdl

jknsRs0dd j nsRdlj2

∏
, (15)
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where PnsRs0dd ­ jnsssRs0ddddl knsssRs0ddddj and PmsRd ­
jmsRdl kmsRdj are the projection operators correspondin
to nth and mth eigenstates. Now define a quantu
correlation function between the operatorA and the
Heisenberg evolved operatorBt through

QABstd ­
1
2

knj sABt 1 BtAd jnl 2 knjAjnl knjBtjnl

(16)

and identify the Hermitian operatorsA ­ PnfRs0dg and
B ­ ,H. With this, the generalized vector potential ca
be written in terms of a quantum correlation function:

VnsRd ­
1
h̄

lim
e!0

Z `

0
dte2et QABstd

jknsRs0dd j nsRdlj2
. (17)

Let us note thatQABstd defines fluctuations in the sym
metrized correlation of two operators. Recalling the rel
tionship between the Fourier transform ofQABstd and the
susceptibilityx̃ 00svd [22] at zero temperature, we find

Q̃ABsvd ­ h̄x̃ 00svd , (18)

an instance of the fluctuation-dissipation theorem of t
second kind [23]. Following the physical arguments us
to express single-particle expectation values in terms
statistical quantities as in the cyclic case, we get

x̃ 00s0; Rd ­
1
h̄

lim
e!0

Z `

0
dte2etQ0

ABstd

­ VnsRd , (19)

where Q0
ABstd ­

QABstd
jknsRs0dd j nsRdlj2 is the scaled quantum

correlation function. Here, the scale factor is the surviv
probability Pstd ­ jknsRs0dd j nsRdlj2 which is related to
g

n

a-

e
d
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the two-time correlation function at zero temperature for
system ion canonical equilibrium [24]. This result seem
to be a fundamental one as the generalized adiab
vector potential is exactly equal to the imaginary pa
of the susceptibility at zero frequency. Therefore, th
adiabatic geometric phase for a noncyclic variation
external parameters along a pathG is given by

gnsGd ­
Z

G

x̃ 00s0; Rd ? dR , (20)

which relates a bulk property to a physical quanti
assigned to a single particle.

In (9) and (20), note that the frequency-depende
response functions are different. However, they a
related as follows: for a cyclic evolution along a pat
C , applying Stokes’ theorem (20) reduces to a surfa
integral of curlx̃ 00s0; Rd over S . Using (9), it follows
that

,R 3 x̃ 00s0; Rd ­
≠x̃

00
Csv; Rd
≠v

Ç
v­0

. (21)

The above results have clear relevance to finite Fer
systems like metallic clusters and nuclei. The historic
collective picture of nucleus was Bohr’s liquid drop whic
has been successfully used ever since. Because of
numerical simulations [1] and the results [Eqs. (9) an
(20)] obtained above, it is clear that the nuclear fluid ha
in fact, characteristics of a gel which is an elastic or
viscoelastic liquid. The connecting relation (21) betwee
cyclic and noncyclic case is necessary as a consiste
requirement. The applicability of our results to nuclei
due to the compelling evidence, originating from she
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structure of binding energies, testifying that the mea
free path of nucleons is larger than the nuclear dime
sions [25].

It is well known that viscosity or friction in a quantal
context can appear in thermodynamic limit. Since w
have consistently discussed many-body Fermi syste
in equilibrium, the seemingly contradictory conditions o
finiteness of the system and “continuity” of the energ
spectrum are met with. The finite size of the syste
explicitly manifests itself in terms of the sum ove
periodic orbits. Thus, yet another way to look at ou
relations (9) and (20) is that these relations are offsprin
of finite-size and spectral continuity—a stylized versio
of thermodynamic limit where viscosity and geometri
phase can be discussed together.

The notion of viscoelasticity in the context of nuclea
physics has been pointed out in Ref. [1]. If we acce
that the model for nucleus is a gel model and app
linear viscoelastic theory [26] where the stress relaxati
function is connected to the time-correlation function, w
can see that the generalized vector potential (connect
one-form) is directly related to viscosity. This is due t
the fact that the time integral of the relaxation function
identified with viscosity in linear viscoelastic theory.

Let us discuss the generality of these results. Re
tions (9) and (20), the so to saysgn-xd relations, are re-
stricted by the limitsT ! 0. For any nonzeroT , the
semiclassical result for susceptibility is already know
[16]. We believe that thesgn-xd relation will be given as
above wherẽx 00 will be evaluated at some nonzero valu
of v consistent with the temperature. Hence, as long
the dynamics is chaotic, these relations hold. This tak
us to a deep interplay of quantal and statistical featur
embodied in the subject of quantum chaos. It is inte
esting to mention here that recent works have led to
new treatment of quantum statistical mechanics in term
of Berry conjecture [27,28]. Further, it has been show
[29] that thermal fluctuations for a large number of de
grees of freedom coincide with quantum fluctuations f
chaotic quantum systems in the semiclassical limit wh
the freedoms are smaller in number. Thus, when we p
up a single-particle state, it ought to be one that can
written as a random superposition of plane waves in t
sense of [27]. This is possible for a system with chao
classical dynamics. It is these states which can be co
bined into a Slater determinant leading to the Fermi-Dir
distribution.

In conclusion, we have established a fundamen
relation between adiabatic geometric phase and respo
function for cyclic as well as noncyclic evolutions o
chaotic quantum systems where chaos appears as a re
of the mean field seen by a single particle due to oth
particles. Since the imaginary part of the susceptibili
is related to energy dissipation, our result provides
quantum mechanical way to interpret and understand
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decay of collective excitations of Fermi systems. Th
results of this Letter can be generalized for the case wh
the dynamics is not fully chaotic using the results of [18]
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