
Quantum Field Theory 1

Contents

1 Second quantization 4

2 Second quantization 14

3 Second quantization 23

4 Second quantization 31

5 Second quantization 41

6 Second quantization of fermions 49

7 Second quantization of fermions, Klein-Gordon equation 57

8 Klein-Gordon field 68

9 Symmetries and conservation laws 77

10 Symmetries and conservation laws 84

11 Symmetries and conservation laws 91

12 Lorentz invariance and associated conserved quantities 99

13 Spin angular momentum 108

14 Conservation laws to symmetries 115

15 Discrete symmetries 124

1



16 Green’s functions in Klein-Gordon theory 131

17 Anti-unitary operators, Feynman diagrams, composite operators 140

18 Interacting scalar field theory 150

19 Perturbation theory for interacting scalar field 157

20 Feynman diagrams of scalar field theory 166

21 Momentum space Feynman diagrams 174

22 Momentum space Feynman rules 183

23 Computation of physical mass 192

24 Scalar mass computation in the interacting field theory 202

25 S-matrix 212

26 S-matrix 223

27 LSZ formalism 232

28 Scattering cross section 239

29 Decay of unstable particles 247

30 Quantization of the Maxwell field 256

31 Second quantization of the Dirac equation 266

32 Quantization of Dirac field 276

2



33 Quantum electrodynamics 285

34 Quantum electrodynamics 295

35 S-matrix and symmetries of QED 303

36 Some other quantum field theories 311

3



1 Second quantization

Quantum field theory

– a technique for dealing with a quantum system of many particles

– necessary when the number of particles is not conserved, e.g.

• in a system of photons

• in high energy collision of two electrons which can produce electron positron
pairs besides two electrons

– also a convenient tool when the number of particles is large but conserved

We begin with a familiar system where the number of particles is conserved.

First consider the simplest case: A single particle in 3 dimensions moving under
the influence of a potential U(~r).

Schrodinger equation:

i~
∂ψ

∂t
= ĥψ

ĥ ψ = − ~2

2m
~∇2ψ + U(~r)ψ

ĥ: Hamiltonian

One way to find the general solution is to first find the eigenstates of ĥ.

ĥ un(~r) = enun(~r)

en: eigenvalues, un: eigenfunctions, en ≥ 0
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{un}: complete basis of states, normalized as∫
d3r u∗n(~r)um(~r) = δmn

General solution:

ψ(t, ~r) =
∑
n

an(t)un(~r), an(t) = an(0) e−ient/~

Now consider a system of N particles of same mass, each moving under the
same potential, and with no mutual interaction

~ri: position of the i’th particle

~∇i: the gradient operators with respect to the i’th particle coordinate

The wave function ψ(t, ~r1, · · · , ~rN) satisfies Schrodinger equation:

i~
∂ψ

∂t
= ĤN ψ, ĤN =

N∑
i=1

ĥi, ĥi = − ~2

2m
~∇2
i + U(~ri)

Choose basis of states:

Wn1,···,nN (~r1, · · · , ~rN) = un1
(~r1) · · ·unN (~rN)

General solution:

ψ(t;~r1, · · · , ~rN) =
∑

n1,···,nN

an1,···,nN (t)Wn1,···,nN (~r1, · · · , ~rN)

an1,···,nN (t) = e−i(en1
+···+enN ) t/~ an1,···,nN (0)

Note: If each un(~r) is normalized to 1, then so is Wn1,···,nN
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Now consider the case when the particles are identical and bosonic.

ψ must be symmetric under ~ri ↔ ~rj for every pair i, j

We can still expand ψ in the basis {Wn1,···,nN} but it is redundant since only
symmetric functions need to be expanded

For this reason it will be natural to choose the basis states to be also symmetric
under the exchange of any pair of particles.

Define new basis:

un1,···,nN (~r1, · · · , ~rN) ≡ 1√
N !

∑
Permutations of ~r1, · · ·~rN

un1
(~r1) · · ·unN (~rN)

Note: This basis is also automatically symmetric under the exchange of the
ni’s

e.g. u1,2 and u2,1 should not be counted as separate basis states

For this reason we can label the subscripts in a fixed order e.g. in the order of
increasing energy and/or other quantum numbers

e.g. u1,2,4, u1,1,2,4, u1,2,2 etc. but not u2,1,4 or u2,1,2
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un1,···,nN (~r1, · · · , ~rN) ≡ 1√
N !

∑
Permutations of ~r1, · · ·~rN

un1
(~r1) · · ·unN (~rN)

Now let us check the normalization of the basis states.∫
d3r1 · · · d3rN un1,···,nN (~r1, · · · , ~rN)∗ ul1,···,lN (~r1, · · · , ~rN)

•: Unless li = ni for every i, the result vanishes

•: If li = ni for every i and all the ni’s are different, then the result is 1

– the 1/N ! in the overall normalization cancels theN ! contributions, each giving
1

– all cross terms vanish, e.g.∫
d3r1d

3r2u
∗
n1

(~r1)u
∗
n2

(~r2)un2
(~r1)un1

(~r2) = 0

if n1 6= n2.

The situation is more complicated if li = ni for every i, and some of the ni’s
are equal, e.g. u1,1,2

In this case some of the terms in the expression for un1,···,nN are equal since
permuting identical indices will not change the term.

To understand what happens in the case, it is useful to use a slightly different
way of labelling the basis states.

Instead of saying what states are occupied using the labels n1, · · · , nN , possibly
with some labels repeated several times, we specify how many times the label
1 appears, how many times the label 2 appears etc.
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e.g. u1,1,2 will be described as (2, 1, 0, 0, · · ·) – occupancy number

Occupancy number mi tells us how many particles occupy the i-th state ui

Occupancy number (m1,m2, · · ·) state means that the n’th state appears mn

times

For an N particle state
∑∞

n=1mn = N

Now let us consider the state

un1,···,nN (~r1, · · · , ~rN) ≡ 1√
N !

∑
Permutations of ~r1, · · ·~rN

un1
(~r1) · · ·unN (~rN)

with occupancy numbers (m1,m2, · · ·)

Inside the summation not all N ! terms are different

– they are grouped intoN !/(m1!m2! · · ·) groups, each group containingm1!m2! · · ·
identical terms:

un1,···,nN (~r1, · · · , ~rN) =
1√
N !
m1!m2! · · ·

(
W(1) +W(2) + · · ·W(p)

)
, p =

N !

m1!m2! · · ·

Different terms W(i) are orthonormal since at least for one of the ~ri’s the state
label differs

The total norm is:

1

N !
× (m1!m2! · · ·)2 × p = m1!m2! · · ·

Therefore the state un1,···,nN (~r1, · · · , ~rN) is not normalized to 1.

We shall keep it this way.
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Example:

u1,1,2 =
1√
3!

[u1(~r1)u1(~r2)u2(~r3) + permutations of ~r1, ~r2, ~r3]

=
1√
6

[2u1(~r1)u1(~r2)u2(~r3) + 2u1(~r1)u1(~r3)u2(~r2) + 2u1(~r2)u1(~r3)u2(~r1)]∫
d3r1d

3r2d
3r3u

∗
1,1,2u1,1,2 =

1

6
× 22 × 3 = 2

– agrees with m1!m2! · · · = 2! = 2

Next we shall analyze the action of N particle Hamiltonian on these basis
states.

ĤN =
N∑
i=1

ĥi

ĥi un1
(~r1) · · ·unN (~rN) = eniun1

(~r1) · · ·unN (~rN)

ĤN un1
(~r1) · · ·unN (~rN) =

(
N∑
i=1

eni

)
un1

(~r1) · · ·unN (~rN)

Note: The eigenvalue of ĤN does not change under permutation of the ~ri’s on
both sides.

⇒ ĤN un1,···,nN (~r1, · · · , ~rN) =

(
N∑
i=1

eni

)
un1,···,nN (~r1, · · · , ~rN)

If the state has occupancy numbers (m1,m2, · · ·) then the energy eigenvalue is

∞∑
n=1

mnen
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We shall now forget about this system and consider another quantum system

– a collection of infinite number of one dimensional harmonic oscillators with
angular frequencies ω1, ω2, · · ·

Choose ωn’s such that:
ωn = en/~

⇒ for each single particle energy eigenstate of the original theory, we have a
harmonic oscillator.

If there are k degenerate energy eigenstates in the single particle system for
some energy e, we introduce k independent distinguishable harmonic oscillators
of angular frequency e/~.

We can introduce creation and annihilation operators an, a
†
n for each harmonic

oscillator:
[an, ap] = 0, [a†n, a

†
p] = 0, [an, a

†
p] = δnp

Hamiltonian of this system:

Ĥ =
∞∑
n=1

~ωn
(
a†nan +

1

2

)
=

∞∑
n=1

~ωn a†n an + C

C: An overall constant which will have no physical significance

(We shall only be interested in differences in energy eigenvalues of this system)

Ground state |0〉, also called the vacuum state, is defined as

an|0〉 = 0 for every n

Other states are created by applying arbitrary combinations of a†n on the vac-
uum state.

Goal: We shall show that this quantum theory is related to the system consid-
ered earlier under certain identifications.
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Identification of states:

un1,n2,···,nN ↔ a†n1
· · · a†nN |0〉

Note that like un1,n2,···,nN , the right hand side is automatically symmetric under
ni ↔ nj

Occupation number representation:

(a†1)
m1(a†2)

m2 · · · |0〉

Next compute inner product of the states (a†1)
m1(a†2)

m2 · · · |0〉 and (a†1)
m′1(a†2)

m′2 · · · |0〉

〈0|(a1)
m1(a2)

m2 · · · (a†1)m
′
1(a†2)

m′2 · · · |0〉

We can analyze this by taking ai’s to the right using the commutator between
ai and a†i .

• Unless m1 = m′1, m2 = m′2 etc. the result vanishes

Any excess an or a†n will annihilate either |0〉 or 〈0|.

Ex. Check that:

〈0|(a1)
m1(a2)

m2 · · · (a†1)m1(a†2)
m2 · · · |0〉 = m1!m2! · · ·

Example:

〈0|(a1)
2(a†1)

2|0〉 = 〈0|a1a1a
†
1a
†
1|0〉 = 〈0|a1(a

†
1a1 + 1)a†1|0〉

Now replace every a1a
†
1 in this expression by a†1a1 + 1 and use

〈0|a†1 = 0, a1|0〉 = 0, 〈0|0〉 = 1

Result: 2 = 2!

Conclusion: a†n1
· · · a†nN |0〉 has the same norm as un1,···,nN in the first theory.
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This gives a map between the Hilbert spaces of the two theories.

Let us compare the energy eigenvalues in the two quantum systems.

Ĥa†n1
· · · a†nN |0〉 =

( ∞∑
n=1

~ωna†nan

)
a†n1
· · · a†nN |0〉

Use [ ∞∑
n=1

~ωna†nan, a†p

]
= ~ωp a†p

Ĥa†n1
· · · a†nN |0〉 = ~(ωn1

+ · · ·+ ωnN ) a†n1
· · · a†nN |0〉

= (en1
+ · · ·+ enN ) a†n1

· · · a†nN |0〉

Note: we have dropped the additive constant C

Example: Using Ĥa†n = a†nĤ + ~ωna†n,

Ĥ a†n1
a†n2
|0〉 =

(
a†n1

Ĥ + ~ωn1

)
a†n2
|0〉

= a†n1
a†n2

Ĥ|0〉+ a†n1
~ωn2

a†n2
|0〉+ ~ωn1

a†n1
a†n2
|0〉 = (~ωn1

+ ~ωn2
)a†n1

a†n2
|0〉

This agrees with the energy eigenvalue of un1,n2,···,nN

Eigenstates of ĤN get mapped to eigenstates of Ĥ with the same eigenvalue.
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Later we shall see that every operator in the first theory can be mapped to an
operator in the second theory.

However the converse is not true.

Specifying the first system requires fixing a value of N – the total number of
particles

This is not the case in the second system, e.g.

a†n|0〉 is a single particle state, |0〉 is a zero particle state,

a†n1
a†n2
|0〉 is a two particle state etc.
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2 Second quantization

We have considered two quantum systems.

First system: N identical non-interacting bosons, each of mass m moving in
three dimensions under some potential U(~r).

i~
∂ψ

∂t
= ĤN ψ, ĤN =

N∑
i=1

ĥi, ĥi = − ~2

2m
~∇2
i + U(~ri)

Basis states:

un1,···,nN (~r1, · · · , ~rN) ≡ 1√
N !

∑
Permutations of ~r1, · · ·~rN

un1
(~r1) · · ·unN (~rN)

un(~r): single particle energy eigenstates:

ĥ un(~r) = en un(~r)

Second system: A collection of infinite number of harmonic oscillators, one for
each energy eigenstate of the first system for N = 1, with angular frequency
ωn = en/~

If there are k degenerate energy eigenstates in the single particle system for
some energy e, we introduce k independent distinguishable harmonic oscillators
of angular frequency e/~.

an, a
†
n: annihilation and creation operators of the n-th harmonic oscillator, with

commutation relations:

[an, ap] = 0, [a†n, a
†
p] = 0, [an, a

†
p] = δnp

Hamiltonian of this system (after throwing away a constant term):

Ĥ =
∞∑
n=1

~ωn a†n an =
∞∑
n=1

en a
†
n an
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Correspondence:

un1,n2,···,nN ↔ a†n1
· · · a†nN |0〉, an|0〉 = 0 for all n

Under this correspondence:

• The inner product between the states agree in the two theories

• The eigenvalues and eigenstates of ĤN in the first theory agree with the
eigenvalues and eigenstates of Ĥ in the second theory.

However there is one major difference.

In the first description, for each N we have a different quantum theory.

In the second description, a single quantum theory can describe all N .

a†n|0〉 is a single particle state, |0〉 is a zero particle state,

a†n1
a†n2
|0〉 is a two particle state etc.

In the second system, the information on N is encoded in the eigenvalue of a
certain operator, called the number operator:

N̂ =
∞∑
n=1

a†nan,
[
N̂ , a†p

]
= a†p, [N̂ , ap] = −ap

N̂ a†n1
· · · a†nN |0〉 = N a†n1

· · · a†nN |0〉
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What about mapping of other operators between the two descriptions?

We begin by asking what kind of operators we have in the description 1.

Examples:
x̂1, p̂1yx̂3, ~∇2

1, · · ·
Numbers in the subscript denote particle labels.

However none of these are good operators.

Since the particles are indistinguishable, it does not make sense to consider the
operator x̂1.

Which particle is particle 1?

Good operators: Those which are invariant under permutations of 1, · · · , N ,
e.g.

N∑
i=1

x̂i,

N∑
i,j=1

p̂iyx̂j,

N∑
i=1

~∇2
i , · · ·

We can divide good operators into different classes.

• One body operators:

B̂N =
N∑
i=1

b̂i

b̂i is constructed from the position and momentum operators of the i-th particle,
e.g.

x̂ip̂iy, ~∇2
i , · · ·
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• 2-body operators:

V̂N =
N∑
i,j=1
i 6=j

v̂ij

v̂ij is constructed from the position and momentum operators of the i-th particle
and j-th particle, e.g.

x̂ip̂jy, 1/|~ri − ~rj|
Note 1: The i = j term is removed from the sum since that sum can be regarded
as a one body operators.

Note 2: The two body operator vanishes if N = 1.

Similarly one can define 3-body, 4-body, · · ·, k-body operators.

Question: What do these operators get mapped to in the second description?
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Consider the one body operators:

B̂N =
N∑
i=1

b̂i

Claim: This is mapped to the operator:

B̂ =
∞∑

n,p=1

bnpa
†
nap

bnp =

∫
d3r1 u

∗
n(~r1) b̂1 up(~r1)

Note: Since ~r1 is an integration variable, we could replace 1 by i for any i

To verify this we need to check:∫
d3r1 · · · d3rNun1,···,nN (~r1, · · · , ~rN)∗

N∑
i=1

b̂i un′1,···,n′N (~r1, · · · , ~rN)

= 〈0|an1
· · · anN B̂ a†n′1

· · · a†n′N |0〉

We’ll check this for N = 1 and leave the general case as exercise.

For N = 1,

r.h.s. = 〈0|an1

( ∞∑
n,p=1

bnpa
†
nap

)
a†n′1
|0〉 =

∞∑
n,p=1

bnp δn1nδpn′1 = bn1n′1

l.h.s. =

∫
d3r1un1

(~r1)
∗ b̂1 un′1(~r1) = bn1n′1

Therefore two sides agree!

For general case, first show that on both sides of the identity, the sets {n1, · · · nN}
and {n′1, · · · n′N} can differ at most in one entry for non-zero result.

Then study this case.
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Next consider 2-body operators:

V̂N =
N∑
i,j=1
i 6=j

v̂ij, v̂ij = v̂ji

Claim: In the second description, this is mapped to the operator:

V̂ =
∞∑

m,n,p,q=1

vm,n,p,qa
†
ma
†
napaq

vm,n,p,q =

∫
d3r1d

3r2 um(~r1)
∗un(~r2)

∗ v̂12 up(~r1)uq(~r2)

To verify this we need to check:

∫
d3r1 · · · d3rNun1,···,nN (~r1, · · · , ~rN)∗

 N∑
i,j=1
i 6=j

v̂ij

 un′1,···,n′N (~r1, · · · , ~rN)

= 〈0|an1
· · · anN V̂ a

†
n′1
· · · a†n′N |0〉

We’ll check this for N = 2 and leave the general case as exercise.

r.h.s. = 〈0|an1
an2

∞∑
m,n,p,q=1

vm,n,p,qa
†
ma
†
napaq a

†
n′1
a†n′2
|0〉

= vn1,n2,n′1,n
′
2

+ vn2,n1,n′1,n
′
2

+ vn1,n2,n′2,n
′
1

+ vn2,n1,n′2,n
′
1

l.h.s. =
1

2

∫
d3r1d

3r2{un1
(~r1)

∗un2
(~r2)

∗ + un1
(~r2)

∗un2
(~r1)

∗}

(v̂12 + v̂21) {un′1(~r1)un′2(~r2) + un′1(~r2)un′2(~r1)}
= vn1,n2,n′1,n

′
2

+ vn2,n1,n′1,n
′
2

+ vn1,n2,n′2,n
′
1

+ vn2,n1,n′2,n
′
1

The two sides agree!

For the general case, first show that the result vanishes if the sets {n1, · · · , nN}
and {n′1, · · · , n′N} differ in more than two entries, and then study the non-
vanishing case.
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Possible applications:

Suppose we have a system of particles, each moving under some potential U ,
and furthermore they interact pairwise via some interaction terms vij.

Hamiltonian in the first description:

ĤN =
N∑
i=1

ĥi +
1

2

N∑
i,j=1
i 6=j

v̂ij

In the second description this can be translated to,

Ĥ =
∞∑
n=1

en a
†
nan +

1

2

∞∑
m,n,p,q=1

vm,n,p,qa
†
ma
†
napaq

The second description does not have any explicit N .

N is the eigenvalue of the number operator N̂ =
∑∞

n=1 a
†
nan

Using the second description we can study properties of the system for all N
at one go
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We can find similar maps for general k-body operator.

Note: In the second description, these operators commute with the number
operator

N̂ =
∞∑
k=1

a†kak

since there are equal number of a and a† in B̂, V̂ etc.

B̂ =
∞∑

n,p=1

bnpa
†
nap, V̂ =

∞∑
m,n,p,q=1

vm,n,p,qa
†
ma
†
napaq

e.g.
[N̂ , a†nap] = [N̂ , a†n]ap + a†n[N̂ , ap] = a†nap − a†nap = 0

This is not surprising since in the first description all operators conserve particle
number.

The converse is not true.
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In the second description we can construct operators like:

∞∑
m,n,p=1

Cmnp a
†
ma
†
nap

which do not conserve particle number.

a†ma
†
nap increases the number of particles by 1

– removes a particle in state up and creates a pair of particles in state um and
un.

Such operators do not exist in the first description since we work with a fixed
number of particles.

Due to this, the second description has certain advantages.

If experiments show that particle number is not conserved, we can try to ex-
plain this by adding operators, that do not conserve particle number, to the
Hamiltonian.
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3 Second quantization

Today we shall consider a third quantum system.

We go back to the single particle Schrodinger equation:

i~
∂ψ

∂t
= ĥψ

ĥ ψ = − ~2

2m
~∇2ψ + U(~r)ψ

We regard this as the classical equation of a field ψ(t, ~r) and quantize it

– second quantization.

How do we do this?

1. Find a classical Lagrangian that gives this equation of motion

2. Find the canonically conjugate momenta and the Hamiltonian

3. Quantize it using standard procedure

Classical Lagrangian:

L =

∫
d3r ψ(t, ~r)∗

[
i~
∂ψ(t, ~r)

∂t
− ĥψ(t, ~r)

]
In this equation think of ĥ as some differential operator and not an operator
acting on the Hilbert space.
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We can now write down the action and use variational principle to derive the
equations of motion.

S =

∫
dt

∫
d3r ψ(t, ~r)∗

[
i~
∂ψ(t, ~r)

∂t
− ĥψ(t, ~r)

]
Under arbitrary variation of ψ,

δS =

∫
dt

∫
d3r

[
δψ(t, ~r)∗

{
i~
∂ψ(t, ~r)

∂t
− ĥψ(t, ~r)

}
+ ψ(t, ~r)∗

{
i~
∂δψ(t, ~r)

∂t
− ĥδψ(t, ~r)

}]
In the second { }, we carry out two manipulations:

• We integrate by parts in t and ignore the boundary terms since, as part of
the action principle, δψ vanishes at initial and final time.

• We use the hermiticity of ĥ

δS =

∫
dt

∫
d3r

[
δψ(t, ~r)∗

{
i~
∂ψ(t, ~r)

∂t
− ĥψ(t, ~r)

}
+

{
−i~∂ψ(t, ~r)∗

∂t
δψ(t, ~r)− {ĥψ(t, ~r)}∗δψ(t, ~r)

}]
Even though the correct procedure will be to write ψ = ψ1 + iψ2 and set the
coefficients of δψ1 and δψ2 to zero, this is equivalent to setting the coefficients
of δψ and δψ∗ to zero

– as if ψ and ψ∗ are independent variables

e.g.

δψ F + δψ∗G = (δψ1 + iδψ2)F + (δψ1 − iδψ2)G = δψ1(F +G) + i δψ2 (F −G)

⇒ F +G = 0, F −G = 0 ⇒ F = G = 0

Therefore we get

i~
∂ψ(t, ~r)

∂t
− ĥψ(t, ~r) = 0, −i~∂ψ(t, ~r)∗

∂t
− {ĥψ(t, ~r)}∗ = 0

– correct equations

⇒ we have the correct Lagrangian
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L =

∫
d3r ψ(t, ~r)∗

[
i~
∂ψ(t, ~r)

∂t
− ĥψ(t, ~r)

]
We shall now directly check that the Euler-Lagrange equations from L gives
the equations of motion.

Since {un} form a complete basis of functions, we can expand ψ as:

ψ(t, ~r) =
∞∑
n=1

an(t)un(~r)

Knowing the an’s we can determine ψ and vice versa.

Therefore we can regard the an’s as our degrees of freedom.

Substitute this in the expression for L:

L =
∞∑

m,n=1

an(t)
∗
∫
d3r un(~r)

∗
[
i~
dam
dt

um(~r)− am(t) ĥum(~r)

]

Using ĥum(~r) = em um(~r) and the orthonormality of the um’s we get

L =
∞∑

m,n=1

an(t)
∗
[
i~
dam(t)

dt
− em am(t)

]
δmn =

∞∑
n=1

an(t)
∗
[
i~
dan(t)

dt
− en an(t)

]
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L =
∞∑
n=1

an(t)
∗
[
i~
dan(t)

dt
− en an(t)

]
Treat an and a∗n as independent degrees of freedom and write down the Euler-
Lagrange equations.

d

dt

∂L

∂ȧn
− ∂L

∂an
= 0,

d

dt

∂L

∂ȧ∗n
− ∂L

∂a∗n
= 0

⇒ i~
d

dt
a∗n + ena

∗
n = 0, i~

dan(t)

dt
− en an(t) = 0

Using ψ =
∑

n an(t)un(~r), we get

i~
∂ψ(t, ~r)

∂t
− ĥψ(t, ~r) = 0, −i~∂ψ(t, ~r)∗

∂t
− ĥψ(t, ~r)∗ = 0

– correct equations!

If in doubt, write an = bn + i cn with real bn, cn and write the equations for bn
and cn

– gives the same result.
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L =
∞∑
n=1

an(t)
∗
[
i~
dan(t)

dt
− en an(t)

]
Find the canonically conjugate momenta pn, p̃n.

pn =
∂L

∂ȧn
= i~a∗n, p̃n =

∂L

∂ȧ∗n
= 0

H =
∞∑
n=1

[pnȧn + p̃nȧ
∗
n − L] =

∞∑
n=1

ena
∗
nan

Note: The pn’s and p̃n’s are determined in terms of an and a∗n and are not
independent variables.

To proceed systematically, we should use Dirac’s procedure for quantizing con-
strained systems.

However in this case the constraints are simple and we can simply regard an(t)
and pn(t) = i~an(t)∗ as canonically conjugate variables and proceed.

H =
1

i~

∞∑
n=1

en pn an

Hamilton’s equations:

dpn
dt

= −∂H
∂an

,
dan
dt

=
∂H

∂pn

gives

i~
da∗n
dt

= − 1

i~
enpn = −ena∗n,

dan
dt

=
1

i~
enan

– reproduces the correct equations.
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pn(t) = i~an(t)∗, H =
∞∑
n=1

ena
∗
nan

We can now proceed to quantize.

[an, pm] = i~ δmn ⇒ [an, i~a†m] = i~ δmn ⇒ [an, a
†
m] = δmn

[am, an] = 0, [a†m, a
†
n] = 0

Ĥ =
∞∑
n=1

ena
†
nan

– precisely the second system that we studied.
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Summary

Given a single particle Schrodinger equation, the dynamics of multi-particle
states without any mutual interaction is described by the following steps:

• Regard the wave-function as a classical field and the Schrodinger equation
as the equation of motion of the classical field

• Quantize this classical field theory

– second quantization.

We shall now try to rewrite the commutation relations and the Hamiltonian in
terms of ψ, ψ†.
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[am, an] = 0, [a†m, a
†
n] = 0, [an, a

†
m] = δmn

Ĥ =
∞∑
n=1

ena
†
nan

ψ(t, ~r) =
∞∑
n=1

an(t)un(~r), ψ(t, ~r)† =
∞∑
n=1

an(t)
†un(~r)

∗

Note: ψ, ψ†, an, a
†
n are operators

un and u∗n are fixed functions (eigenfunctions of ĥ)

[ψ(t, ~r), ψ(t, ~r ′)] =
∞∑

m,n=1

um(~r)un(~r
′)[am(t), an(t

′)] = 0, [ψ(t, ~r)†, ψ(t, ~r ′)†] = 0

[ψ(t, ~r), ψ(t, ~r ′)†] =
∞∑

m,n=1

um(~r)un(~r
′)∗[am(t), an(t)

†]

=
∞∑

m,n=1

um(~r)un(~r
′)∗ δmn =

∞∑
n=1

un(~r)un(~r
′)∗ = δ(3)(~r − ~r ′)

using completeness relation.

Next we shall study the representation of other operators in this description.
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4 Second quantization

We shall repeat the previous analysis with real variables:

L =

∫
d3r

[
1

2
i~ψ(t, ~r)∗

∂ψ(t, ~r)

∂t
− 1

2
i~
∂ψ(t, ~r)∗

∂t
ψ(t, ~r)− ψ∗(t, ~r) ĥψ(t, ~r)

]

Since {un} form a complete basis of functions, we can expand ψ as:

ψ(t, ~r) =
∞∑
n=1

an(t)un(~r)

This gives

L =
∞∑
n=1

[
1

2
i~ an(t)∗

dan(t)

dt
− 1

2
i~
dan(t)

∗

dt
an(t)− en an(t)∗ an(t)

]

Write
an(t) = bn(t) + icn(t)

This gives

L =
∞∑
n=1

[
~ cn(t)

dbn(t)

dt
− ~ bn(t)

dcn(t)

dt
− en{bn(t)2 + cn(t)

2}
]

bn(t) and cn(t) are the degrees of freedom
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L =
∞∑
n=1

[
~ cn(t)

dbn(t)

dt
− ~ bn(t)

dcn(t)

dt
− en{bn(t)2 + cn(t)

2}
]

Equations of motion:

d

dt

∂L

∂ḃn
− ∂L

∂bn
= 0,

d

dt

∂L

∂ċn
− ∂L

∂cn
= 0

⇒ ~
dcn
dt

+ ~
dcn
dt

+ 2enbn = 0, −~dbn
dt
− ~

dbn
dt

+ 2encn = 0

Use first + i × second equation and an = bn + icn

⇒ −i~dan
dt

+ enan = 0 ⇒ i~
∂ψ(t, ~r)

∂t
− ĥψ(t, ~r) = 0

– correct equations
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L =
∞∑
n=1

[
~ cn(t)

dbn(t)

dt
− ~ bn(t)

dcn(t)

dt
− en{bn(t)2 + cn(t)

2}
]

Define ‘momenta’ conjugate to the ‘coordinates’ bn, cn:

b̃n =
∂L

∂ḃn
= ~ cn, c̃n =

∂L

∂ċn
= −~ bn

H =
∞∑
n=1

{
b̃n ḃn + c̃n ċn

}
− L =

∞∑
m=1

en {bn(t)2 + cn(t)
2} =

∞∑
m=1

en an(t)
∗an(t)

This recovers the previous expression for the Hamiltonian.

Now we need to understand how to quantize the system in terms of the inde-
pendent variables bn and cn, i.e. how to compute [bn, cm] etc.

If we just substitute cn = b̃n/~ and use [bm, b̃n] = i~ δmn, we shall get

[bm, cn] = i~ δmn/~ = i δmn

This is wrong!

Both constraints need to be accounted for together.

We have to go through Dirac’s procedure for quantizing constrained system.
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For this we shall restrict to some particular n since variables for different n
commute anyway.

Define:
χ1 = b̃n − ~ cn, χ2 = c̃n + ~ bn

The constraints are
χ1 = 0, χ2 = 0

We shall now review Dirac’s procedure and apply it to our system.
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Suppose we have a system with coordinates q1, · · · , qK , conjugate momenta
p1, · · · , pK and M constraints:

χ1(~q, ~p) = 0, χ2(~q, ~p) = 0, · · · , χM(~q, ~p) = 0

Define:

Mαβ = {χα, χβ}PB =
K∑
i=1

[
∂χα
∂qi

∂χβ
∂pi
− ∂χα
∂pi

∂χβ
∂qi

]
, 1 ≤ α, β ≤M

PB stands for Poisson bracket

If detM 6= 0, the constraints are known as second class.

In that case, given any pair of functions F and G of qi’s and pi’s, we define the
Dirac bracket as follows:

{F,G}DB = {F,G}PB −
M∑

α,β=1

{F, χα}PB (M−1)αβ {χβ, G}PB

M−1: matrix inverse of M (defined if detM 6= 0)

Note: Like PB, DB is anti-symmetric under F ↔ G
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Now among qi’s and pi’s choose a set of 2K −M independent variables

Call them Q1, · · · , Q2K−M

Compute {Qa, Qb}DB and call the result Wab

Quantization: Regard Qa’s as operators with commutation relations:

[Qa, Qb] = i ~Wab for 1 ≤ a, b ≤ 2K −M

Note: In the absence of constraints, DB = PB and this gives the standard
quantization procedure, i.e. in the Poisson bracket relations between the q’s
and p’s, replace { , }PB by [ , ]/(i~).

For full details of quantization of constrained systems, see the book

Paul Dirac, Lectures on Quantum Mechanics, Lecture 1
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Now apply this to our system.

χ1 = b̃n − ~ cn, χ2 = c̃n + ~ bn

{χ1, χ1}PB = 0, {χ2, χ2}PB = 0, {χ1, χ2}PB = −2~, {χ2, χ1}PB = 2~

M =

(
0 −2~
2~ 0

)
, M−1 =

1

2~

(
0 1
−1 0

)

{bn, χ1}PB = 1, {χ1, bn}PB = −1, {bn, χ2}PB = 0, {χ2, bn}PB = 0,

{cn, χ1}PB = 0, {χ1, cn}PB = 0, {cn, χ2}PB = 1, {χ2, cn}PB = −1,

{bn, cn}DB = {bn, cn}PB−{bn, χ1}PB(M−1)12{χ2, cn}PB = 0− (1)
1

2~
(−1) =

1

2~

Quantization:
1

i ~
[bn, cn] =

1

2~
⇒ [bn, cn] =

i

2

Full set of commutation relations:

[bn, cm] =
i

2
δmn, [bm, bn] = 0, [cm, cn] = 0
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[bn, cm] =
i

2
δmn, [bm, bn] = 0, [cm, cn] = 0

Using am = bm + icm, a†n = bn − icn we get:

[am, an] = [bm + icm, bn + icn] = i[bm, cn] + i[cm, bn] = 0

Similarly we can compute other commutators, leading to:

[am, a
†
n] = δmn, [am, an] = 0, [a†m, a

†
n] = 0

Ĥ =
∞∑
n=1

en (b2
n + c2

n) =
1

4

∞∑
n=1

en
[
(an + a†n)

2 − (an − a†n)2
]

=
1

4

∞∑
n=1

en
[
(an)

2 + (a†n)
2 + ana

†
n + a†nan − (an)

2 − (a†n)
2 + ana

†
n + a†nan

]
=

1

2

∞∑
n=1

en
[
ana

†
n + a†nan

]
=

∞∑
n=1

en a
†
nan + constant

– same as what we had found earlier.

ψ(t, ~r) =
∞∑
n=1

an(t)un(~r)

[ψ(t, ~r), ψ(t, ~r ′)†] = δ(3)(~r−~r ′), [ψ(t, ~r), ψ(t, ~r ′)] = 0, [ψ(t, ~r)†, ψ(t, ~r ′)†] = 0

We shall now try to find representation of other operators in the third descrip-
tion.
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One body operator B̂N =
∑N

i=1 b̂i:

B̂ =
∞∑

n,p=1

bnpan(t)
†ap(t)

bnp =

∫
d3r1 u

∗
n(~r1) b̂1 up(~r1)

B̂ =
∞∑

n,p=1

∫
d3r1 u

∗
n(~r1) b̂1 up(~r1)an(t)

† ap(t) =

∫
d3r1ψ(t, ~r1)

† b̂1 ψ(t, ~r1)

Note: ψ and ψ† are the operators in the Hilbert space and b̂ is just a differential
operator

Algorithm:

1. Take expectation value of b̂1 in the single particle wave-function ψ(t, ~r1)

2. In the resulting expression, regard ψ, ψ† as operators.

The number operator:

N̂ =
∞∑
n=1

a†nan =
∞∑

m,n=1

a†man

∫
d3r um(~r)∗un(~r) =

∫
d3r ψ(t, ~r)†ψ(t, ~r)

The Hamiltonian:

Ĥ =

∫
d3r ψ(t, ~r)† ĥ ψ(t, ~r)
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Two body operator:

V̂N =
N∑
i,j=1
i 6=j

v̂ij, v̂ij = v̂ji

In the second description, this is mapped to the operator:

V̂ =
∞∑

m,n,p,q=1

vm,n,p,qa
†
ma
†
napaq

vm,n,p,q =

∫
d3r1d

3r2 um(~r1)
∗un(~r2)

∗ v̂12 up(~r1)uq(~r2)

In the third description:

V̂ =
N∑

m,n,p,q=1

∫
d3r1d

3r2 um(~r1)
∗un(~r2)

∗ v̂12 up(~r1)uq(~r2)a
†
ma
†
napaq

=

∫
d3r1d

3r2ψ(t, ~r1)
†ψ(t, ~r2)

† v̂12 ψ(t, ~r1)ψ(t, ~r2)

v̂12 is not an operator in the Hilbert space but should be regarded as a differ-
ential operator acting on ψ

e.g. if v̂12 = ~p1.~p2 then

v̂12 ψ(t, ~r1)ψ(t, ~r2) = (−i~)2~∇1ψ(t, ~r1).~∇2ψ(t, ~r2)

Algorithm:

1. Take expectation value of v̂12 in the two particle wave-function ψ(t, ~r1)ψ(t, ~r2)

2. In the resulting expression, regard ψ, ψ† as operators.

The same procedure works for k-body interaction.
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5 Second quantization

Recall that we started with:

L =

∫
d3r ψ∗

[
i~
∂ψ

∂t
− ĥ ψ

]
and derived, after quantization:

Ĥ =

∫
d3r ψ(t, ~r)† ĥ ψ(t, ~r) =

∞∑
n=1

en an(t)
†an(t)

ψ(t, ~r) =
∞∑
n=1

an(t)un(~r), ψ(t, ~r)† =
∞∑
n=1

an(t)
† un(~r)

∗

[am(t), an(t)
†] = δmn, [am(t), an(t)] = 0, [am(t)†, an(t)

†] = 0

[ψ(t, ~r), ψ(t, ~r ′)†] = δ(3)(~r−~r ′), [ψ(t, ~r), ψ(t, ~r ′)] = 0, [ψ(t, ~r)†, ψ(t, ~r ′)†] = 0

We shall now try to give physical interpretation of ψ(t, ~r) and ψ(t, ~r)†.
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Recall the interpretation of an, a
†
n:

At t = 0,

a†n|0〉 describes a single particle state with wave-function un(~r)

a†n a
†
m|0〉 describes a two particle state in states un(~r) and um(~r) etc.

Q. What state does ψ(0, ~r0)
†|0〉 represent for some fixed vector ~r0?

ψ(0, ~r0)
†|0〉 =

∞∑
n=1

un(~r0)
∗an(0)†|0〉

1. Since this is a linear combination of single particle states, it is a single
particle state

2. The wave-function of the state:

∞∑
n=1

un(~r0)
∗un(~r) = δ(3)(~r − ~r0)

Therefore ψ(0, ~r0)
†|0〉 represents a one particle state in position eigenstate at

position ~r0.

⇒ ψ, ψ† play the same role as an, a
†
n, but in a basis of position eigenstates

instead of basis of energy eigenstates.

Given this, one can ask: Is it possible to derive the commutation relations of
ψ, ψ† and the expression for the Hamiltonian in terms of ψ, ψ† directly, instead
of going through the an, a

†
n’s?

The main issue: Dealing with a continuous label ~r instead of discrete label n
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Why do we want to rederive an established result?

Recall the motivation from lecture 1:

Quantum field theory is useful for multi-particle system but essential for cases
when the particle number is not conserved.

Eventually we want to apply it to the cases where the particle number is not
conserved and state labels are continuous

– relativistic quantum field theory

But before applying a new method to a new system, we need to check that
the new method works in systems where old methods also work and results are
known.

The multi-particle quantum mechanics with discrete energy levels is such a
system.

We want to test all the techniques of quantum field theory on this system before
applying it to systems for which the answer is not known by any other method.
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L =

∫
d3r ψ∗

[
i~
∂ψ

∂t
− ĥ ψ

]
Trick: Use the definition of an integral as the limit of a sum, but take the limit
later.

Discretize space as a lattice of points:

~r = w~i, w small, ~i = (ix, iy, iz), ix, iy, iz: integers

Dynamical variables:

ψ(t, ~r)→ ψ~i(t), ψ(t, ~r)∗ → ψ~i(t)
∗,

∫
d3r → w3

∑
~i∫

d3r ψ(t, ~r)∗
∂ψ(t, ~r)

∂t
⇒ w3

∑
~i

ψ~i(t)
∗ ∂ψ~i(t)

∂t

Defining ĥ requires a little more effort since ĥ contains spatial derivatives

∂xψ(t, ~r)→ w−1
(
ψix+1,iy.iz − ψix,iy,iz

)
etc.

∂2
xψ(t, ~r) → w−1 (∂xψ(t, ~r + (w, 0, 0))− ∂xψ(t, ~r))

→ w−2
{(
ψix+2,iy.iz − ψix+1,iy,iz

)
−
(
ψix+1,iy.iz − ψix,iy,iz

)}
= w−2

{
ψix+2,iy.iz − 2ψix+1,iy,iz + ψix,iy,iz

}
etc.

Using this we can map ĥψ(t, ~r) to some quantity that we shall call ĥ ψ~i(t)

L = w3
∑
~i

ψ~i(t)
∗
[
i~
∂ψ~i(t)

∂t
− ĥψ~i(t)

]
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L = w3
∑
~i

ψ~i(t)
∗
[
i~
∂ψ~i(t)

∂t
− ĥψ~i(t)

]
We can now regard ψ~i(t)

∗ and ψ~i(t) as independent dynamical variables and
proceed.

e.g. conjugate momenta π~i to ψ~i and π̃~i to ψ∗~i are:

π~i =
∂L

∂ψ̇~i
= i ~w3 ψ∗~i , π̃~i =

∂L

∂ψ̇∗~i

= 0

H =
∑
~i

{π~iψ̇~i + π̃~iψ̇
∗
~i
} − L = w3

∑
~i

ψ~i(t)
∗ ĥ ψ~i →

∫
d3rψ(t, ~r)∗ĥψ(t, ~r)

Quantization: Make ψ, ψ† as operators and use equal time commutators:

[ψ~i, ψ~j] = 0, [π~i, π~j] = 0, [ψ~i, π~j] = i~δ~i,~j, δ~i,~j = δixjxδiyjyδizjz

This translates to

[ψ~i, ψ~j] = 0, [ψ†~i , ψ
†
~j
] = 0, [ψ~i, ψ

†
~j
] =

1

w3
δ~i,~j

Let D(~r, ~r ′) be the continuous function whose discrete version is δ~i,~j/w
3 with

~r = w~i, ~r ′ = w~j

Then given any function F (~r ′), we have∫
d3r′D(~r, ~r ′)F (~r ′) → w3

∑
~j

1

w3
δ~i,~j F~j = F~i → F (~r)

⇒ D(~r, ~r ′) = δ(3)(~r − ~r ′)

⇒ [ψ(t, ~r), ψ(t, ~r ′)†] = δ(3)(~r − ~r ′)
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This is not yet fully satisfactory.

1. We would like to get a more direct approach without going through dis-
cretization

2. The formula π~i = i ~w3 ψ∗~i does not have a good continuum limit

In the w → 0 limit the rhs vanishes

We shall now try to rectify both shortcomings using ‘functional derivative’

Define:
δF

δψ(t, ~r)
=

1

w3

∂F

∂ψ~i(t)

for any functional F , as w → 0.

δψ(t, ~r ′)

δψ(t, ~r)
=

1

w3

∂ψ~j(t)

∂ψ~i(t)
=

1

w3
δ~i,~j = δ(3)(~r − ~r ′), ~r = w~i, ~r ′ = w~j

Define:

Π(t, ~r) =
δL

δψ̇(t, ~r)
→ Π~i =

1

w3

∂L

∂ψ̇~i(t)
=

1

w3
π~i = i~ψ∗~i → Π(t, ~r) = i~ψ(t, ~r)∗

⇒ there is a well-defined relation between Π and ψ∗ as w → 0.

H =
∑
~i

π~i ψ̇~i − L = w3
∑
~i

Π~i ψ̇~i − L →
∫
d3rΠ(t, ~r) ψ̇(t, ~r)− L

[ψ(t, ~r),Π(t, ~r ′)] → [ψ~i,Π~j] =
1

w3
[ψ~i, π~j] =

1

w3
i~ δ~i,~j = i ~ δ(3)(~r − ~r′)
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Based on this analysis, we can now formulate the rules for quantization directly
in the continuum.

Define conjugate momentum to ψ(t, ~r) as

Π(t, ~r) =
δL

δψ̇(t, ~r)

H =

∫
d3rΠ(t, ~r)ψ̇(t, ~r)− L

Quantization:
[ψ(t, ~r),Π(t, ~r ′)] = i~δ(3)(~r − ~r ′)

For

L =

∫
d3r ψ(t, ~r)∗

[
i~
∂ψ(t, ~r)

∂t
− ĥ ψ(t, ~r)

]
this gives

Π(t, ~r′) = i~
∫
d3r ψ(t, ~r)∗δ(3)(~r − ~r ′) = i~ψ(t, r ′)∗

H =

∫
d3r ψ(t, ~r)∗ĥ ψ(t, ~r)

Quantization:
[ψ(t, ~r), ψ(t, ~r ′)†] = δ(3)(~r − ~r ′)

Ĥ =

∫
d3r ψ(t, ~r)†ĥ ψ(t, ~r)

– New derivation of earlier results
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A useful relation:

For any quantity F that depends on ψ, under an arbitrary variation of ψ:

δF =
∑
~i

∂F

∂ψ~i
δψ~i = w3

∑
~i

1

w3

∂F

∂ψ~i
δψ~i →

∫
d3r

δF

δψ(t, ~r)
δψ(t, ~r)
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6 Second quantization of fermions

We shall now repeat the analysis (from lecture 1 onwards) for identical fermions
(spinless).

Single particles satisfy the same Schrodinger equation:

i~
∂ψ

∂t
= ĥψ

ĥ ψ = − ~2

2m
~∇2ψ + U(~r)ψ

ĥ: Single particle Hamiltonian

Eigenvalues and eigenstates of ĥ.

ĥ un(~r) = enun(~r)

{un}: complete basis of states, normalized as∫
d3r u∗n(~r)um(~r) = δmn

General solution:

ψ(t, ~r) =
∑
n

an(t)un(~r), an(t) = an(0) e−ient/~

No difference with the case of single boson.
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Now consider a system of N identical fermions of same mass, each moving
under the same potential, and with no mutual interaction

~ri: position of the i’th particle

~∇i: the gradient operators with respect to the i’th particle coordinate

The wave function ψ(t, ~r1, · · · , ~rN) satisfies Schrodinger equation:

i~
∂ψ

∂t
= ĤN ψ, ĤN =

N∑
i=1

ĥi, ĥi = − ~2

2m
~∇2
i + U(~ri)

ψ is anti-symmetric under the exchange of any two ~ri’s.

Choose basis of states:

un1,···,nN (~r1, · · · , ~rN) ≡ 1√
N !

∑
Permutations of ~r1, · · ·~rN

un1
(~r1) · · ·unN (~rN)(−1)P

(−1)P :

1 if we reach the permutation by even number of exchanges from 1, 2, · · · , N

-1 if we reach the permutation by odd number of exchanges from 1, 2, · · · , N

Example: For N = 3,

(−1)P = 1 for 123, 231, 312

(−1)P = −1 for 213, 132, 321
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un1,···,nN (~r1, · · · , ~rN) ≡ 1√
N !

∑
Permutations of ~r1, · · ·~rN

un1
(~r1) · · ·unN (~rN)(−1)P

This basis is also automatically anti-symmetric under the exchange of the ni’s

e.g. u1,2 and u2,1 should not be counted as separate basis states

We label the subscripts in a fixed order e.g. in the order of increasing energy
and/or other quantum numbers, as in the case of bosonic theory

e.g. u1,2,4 but not u2,1,4 or u1,4,2

Furthermore, a given index cannot be repeated more than once since the result
will vanish by anti-symmetry, e.g. u1,1,2 = 0

– different from bosons

In the occupancy number representation this means that occupancy number
mn of the n-th state can be either 0 or 1, but not > 1

– Pauli exclusion principle
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un1,···,nN (~r1, · · · , ~rN) ≡ 1√
N !

∑
Permutations of ~r1, · · ·~rN

un1
(~r1) · · ·unN (~rN)(−1)P

Normalization of the basis states.∫
d3r1 · · · d3rN un1,···,nN (~r1, · · · , ~rN)∗ ul1,···,lN (~r1, · · · , ~rN) = δl1n1

δl2n2
· · · δlNnN

All cross terms vanish as in the bosonic case, e.g.∫
d3r1d

3r2u
∗
n1

(~r1)u
∗
n2

(~r2)un2
(~r1)un1

(~r2) = 0

if n1 6= n2.

The extra complication that we had in the bosonic case for occupancy number
> 1 is absent here since mn = 0 or 1.

Action of N particle Hamiltonian on these basis states.

ĤN =
N∑
i=1

ĥi

ĤN un1,···,nN (~r1, · · · , ~rN) =

(
N∑
i=1

eni

)
un1,···,nN (~r1, · · · , ~rN)

– same as for bosons.
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We shall now consider a second quantum system.

A Hilbert space on which acts a set of operators a1, a2, · · · and their hermitian
conjugates a†1, a

†
2, · · · satisfying:

{am, an} = 0, {a†m, a†n} = 0, {am, a†n} = δmn

Definition:
{A,B} = AB +BA

Hamiltonian:

Ĥ =
∞∑
n=1

en a
†
nan

This system is some time called the ‘fermionic harmonic oscillator’, but this is
not a harmonic oscillator.

As in the case of harmonic oscillators, the ground state |0〉, also called the
vacuum state, is defined as

an|0〉 = 0 for every n

Other states are created by applying arbitrary combinations of a†n on the vac-
uum state.

Note: Since (a†n)
2 = 0, each a†n can be applied at most once.

Goal: We shall show that this quantum theory is related to the system consid-
ered earlier under certain identifications.
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Identification of states:

un1,n2,···,nN ↔ a†n1
· · · a†nN |0〉

Note that like un1,n2,···,nN , the right hand side is automatically anti-symmetric
under ni ↔ nj

Check that r.h.s have the same inner product as l.h.s

〈0|anNanN−1
· · · an1

a†l1 · · · a
†
lN
|0〉 = δl1n1

δl2n2
· · · δlNnN

Note: Since an’s for different n anti-commute, the ordering is important for
determining the sign.

Conclusion: a†n1
· · · a†nN |0〉 has the same norm as un1,···,nN in the first theory.

This gives a map between the Hilbert spaces of the two theories.
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Let us compare the energy eigenvalues in the two quantum systems.

Ĥa†n1
· · · a†nN |0〉 =

( ∞∑
n=1

~ωna†nan

)
a†n1
· · · a†nN |0〉

Use

[Ĥ, a†p] =

[ ∞∑
n=1

~ωna†nan, a†p

]
=

[ ∞∑
n=1

~ωn(a†nana†p − a†pa†nan)

]

=

[ ∞∑
n=1

~ωn(a†nana†p + a†na
†
pan − a†na†pan − a†pa†nan)

]

=

[ ∞∑
n=1

~ωna†nδnp

]
= ~ωp a†p

Ĥa†n1
· · · a†nN |0〉 = (en1

+ · · ·+ enN ) a†n1
· · · a†nN |0〉

- same energy eigenvalue as the first system
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Map of other operators:

Consider the one body operators:

B̂N =
N∑
i=1

b̂i

Claim: This is mapped to the operator:

B̂ =
∞∑

n,p=1

bnpa
†
nap

bnp =

∫
d3r1 u

∗
n(~r1) b̂1 up(~r1)

Next consider 2-body operators:

V̂N =
N∑
i,j=1
i 6=j

v̂ij, v̂ij = v̂ji

Claim: In the second description, this is mapped to the operator:

V̂ =
∞∑

m,n,p,q=1

vm,n,p,qa
†
ma
†
naqap

vm,n,p,q =

∫
d3r1d

3r2 um(~r1)
∗un(~r2)

∗ v̂12 up(~r1)uq(~r2)

Note: Order of aq ap

Proof of these will be left as exercise.
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7 Second quantization of fermions, Klein-Gordon equa-

tion

We shall now study quantum field theory for describing a system of identical
fermions.

Goal: Reproduce the relations:

{am, an} = 0, {a†m, a†n} = 0, {am, a†n} = δmn

Ĥ =
∞∑
n=1

en a
†
nan

We shall begin with the same classical system that we had for the system of
identical bosons.

L =

∫
d3r ψ∗

(
i~
∂ψ

∂t
− ĥ ψ

)
Π(t, ~r) =

δL

δψ̇(t, ~r)
= i~ψ(t, r)∗

H =

∫
d3rΠ(t, ~r)ψ̇(t, ~r)− L =

∫
d3r ψ(t, ~r)∗ĥ ψ(t, ~r)
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Π(t, ~r) = i~ψ(t, r)∗

H =

∫
d3r ψ(t, ~r)∗ĥ ψ(t, ~r)

Quantization: Regard the fields as operators, and use:

{ψ(t, ~r),Π(t, ~r ′)} = i~ δ(3)(~r − ~r ′), {ψ(t, ~r), ψ(t, ~r ′)} = 0, {Π(t, ~r),Π(t, ~r ′)} = 0

Ĥ =

∫
d3r ψ(t, ~r)†ĥ ψ(t, ~r), Π(t, ~r) = i~ψ(t, r)†

{A,B} = AB +BA

Note the difference: [ , ]⇒ { , }

This is an ad hoc rule, and does not follow from the standard rules for quan-
tizing a classical system.

For this reason, there is really no classical limit of a fermionic field theory.

Correspondence principle does not hold.
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For example, in the bosonic theory we can construct a quantum state that
closely approximates a classical field configuration ψ(0, ~r) = f(~r) as follows:

1. Decompose f(~r) in eigenfunctions of ĥ:

f(~r) =
∞∑
n=1

fn un(~r)

fn: numbers

2. Compare this with the expansion of the quantum field:

ψ(0, ~r) =
∞∑
n=1

an un(~r), an = an(0)

An approximate classical field configuration will be described by a quantum
state for which the expectation value of an is fn and the variances in various
quantities are small compared to their mean

– coherent state

– requires applying large number of a†n on the ground state.

In fermionic theory, we cannot apply a†n more than once!

– no classical limit

Nevertheless, as a quantum theory it makes perfect sense since the laws of
quantum mechanics are not violated, e.g. the Heisenberg equations of motion
remain the same:

i~
∂ψ(t, ~r ′)

∂t
= −[Ĥ, ψ(t, ~r ′)]
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{ψ(t, ~r),Π(t, ~r ′)} = i~ δ(3)(~r − ~r ′)

Π(t, ~r) = i~ψ(t, r)†

This gives {
ψ(t, ~r), ψ(t, ~r ′)†

}
= δ(3)(~r − ~r ′)

Also
{ψ(t, ~r), ψ(t, ~r ′)} = 0,

{
ψ(t, ~r)†, ψ(t, ~r ′)†

}
= 0

Ĥ =

∫
d3r ψ(t, ~r)†ĥ ψ(t, ~r)

Let us check that the Heisenberg equations of motion give the correct evolution.

[Ĥ, ψ(t, ~r ′)] = Ĥψ(t, ~r ′)− ψ(t, ~r ′)Ĥ

=

∫
d3r

(
ψ(t, ~r)†ĥ ψ(t, ~r)ψ(t, ~r ′)− ψ(t, ~r ′)ψ(t, ~r)†ĥ ψ(t, ~r)

)
=

∫
d3r

(
−ψ(t, ~r)†ψ(t, ~r ′)ĥ ψ(t, ~r)− ψ(t, ~r ′)ψ(t, ~r)†ĥ ψ(t, ~r)

)
=

∫
d3r

(
−δ(3)(~r − ~r ′)ĥ ψ(t, ~r)

)
= −ĥ′ψ(t, ~r ′)

ĥ′ : ĥwith ~r replaced by ~r ′

i~
∂ψ(t, ~r ′)

∂t
= −[Ĥ, ψ(t, ~r ′)] = ĥ′ψ(t, ~r ′)

– correct equation

Ehrenfest theorem still holds!
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Recovering the algebra of an, a
†
n:

Define an, a
†
n via the expansion of ψ, ψ†:

ψ(t, ~r) =
∞∑
n=1

an(t)un(~r), ψ(t, ~r)† =
∞∑
n=1

an(t)
† un(~r)

∗

am(t) =

∫
d3r um(~r)∗ψ(t, ~r), am(t)† =

∫
d3r um(~r)ψ(t, ~r)†

{am(t), an(t)
†} =

∫
d3r

∫
d3r′ um(~r)∗ un(~r

′) {ψ(t, ~r), ψ(t, ~r ′)†}

=

∫
d3r

∫
d3r′ um(~r)∗ un(~r

′) δ(3)(~r − ~r ′) =

∫
d3r um(~r)∗ un(~r) = δmn

Similarly
{am(t), an(t)} = 0, {am(t)†, an(t)

†} = 0

Ĥ =

∫
d3r ψ(t, ~r)†ĥ ψ(t, ~r) =

∞∑
m,n=1

∫
d3r am(t)†an(t)um(~r)∗ĥun(~r)

=
∞∑

m,n=1

am(t)†an(t) en δmn =
∞∑
n=1

en an(t)
†an(t)

Therefore we have reproduced the relations needed for describing a system of
identical fermions.

Number operator:

N̂(t) =

∫
d3r ψ(t, ~r)† ψ(t, ~r) =

∞∑
n=1

an(t)
†an(t)
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Map of other operators:

One body operator

B̂N =
N∑
i=1

b̂i

is mapped to the operator:

B̂ =
∞∑

n,p=1

bnpa
†
nap

bnp =

∫
d3r1 u

∗
n(~r1) b̂1 up(~r1)

This gives

B̂ =
∞∑

n,p=1

∫
d3r1 u

∗
n(~r1) b̂1 up(~r1) a

†
nap =

∫
d3r1 ψ(t, ~r1)

† b̂1 ψ(t, ~r1)

2-body operator

V̂N =
N∑
i,j=1
i 6=j

v̂ij, v̂ij = v̂ji

is mapped to the operator:

V̂ =
∞∑

m,n,p,q=1

vm,n,p,qa
†
ma
†
naqap

vm,n,p,q =

∫
d3r1d

3r2 um(~r1)
∗un(~r2)

∗ v̂12 up(~r1)uq(~r2)

This gives:

V̂ =

∫
d3r1 d

3r2 ψ(t, ~r1)
†ψ(t, ~r2)

† v̂12 ψ(t, ~r2)ψ(t, ~r1)
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Now we shall discuss relativistic particles.

From now on, we shall work in units:

~ = 1, c (speed of light) = 1

In any formula, we can recover powers of ~ and c using dimensional analysis.

If we get an equation A = B, its actual form is

A = ~a cbB

Find a and b by comparing the dimensions of the two sides.

In these units, the relativistic relation E =
√
~p 2c2 +m2c4 between energy E

and momentum ~p takes the form

E =
√
~p 2 +m2
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What is the generalization of the free particle Schrodinger equation?

Recall the original motivation that led to Schrodinger equation

i
∂ψ

∂t
= − 1

2m
~∇2ψ

– plane waves of the form e−i E t+i~p.~r should satisfy Schrodinger equation when
the non-relativistic relation between E and ~p holds:

E =
~p 2

2m

Now we want:
E =

√
~p 2 +m2

Problem: Any differential operator with finite number of derivatives will always
produce polynomial in ~p acting on plane waves

– simple modification of the right hand side of Schrodinger equation will not
work.

One route: Dirac equation – make the wave-function multi-component

Apparently simpler route: Square the relation between E and ~p:

E2 = ~p 2 +m2

– follows from the equation:

−∂
2φ

∂t2
= −~∇2φ+m2φ

– Klein-Gordon equation
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−∂
2φ

∂t2
= −~∇2φ+m2φ

1. The equation has second order time derivative

– we need to specify φ(t0, ~r) and φ̇(t0, ~r) initially to find φ(t, ~r) at later time

2. The equation is real

– if the initial φ and φ̇ are real, φ(t, ~r) will remain real.

Put another way, if we take φ = φR + i φI , then the real and imaginary parts
of K-G equation gives:

−∂
2φR
∂t2

= −~∇2φR +m2φR, −∂
2φI
∂t2

= −~∇2φI +m2φI

φR and φI evolve independently, and can be considered as two real fields.

For this reason we shall take φ to be real.

3. If we substitute the plane wave:

e−i E t+i~p.~r

into the K-G equation, we get

E2 = ~p 2 +m2

– has two solutions:
E = ±

√
~p 2 +m2

If we start with a generic initial condition, and then express the solution as
superposition of plane waves, then both solutions will appear.

φ(t, ~r) =

∫
d3p
[
A(~p)e−it

√
~p 2+m2+i~p.~r +B(~p)eit

√
~p 2+m2+i~p.~r

]
, B(~p)∗ = A(−~p)
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φ(t, ~r) =

∫
d3p
[
A(~p)e−it

√
~p 2+m2+i~p.~r +B(~p)eit

√
~p 2+m2+i~p.~r

]
, B(~p)∗ = A(−~p)

Alternatively, we could allow φ to be complex and set B(~p) = 0.

However the initial condition that leads to such solutions involve long range
correlation between φ and φ̇:

φ(t, ~r) =

∫
d3pA(~p) e−it

√
~p 2+m2+i~p.~r

φ̇(t, ~r) =

∫
d3pA(~p) {−i

√
~p 2 +m2} e−it

√
~p 2+m2+i~p.~r

At t = t0, the initial conditions on φ and φ̇ are not independent.

But φ̇(t, ~r) depends on φ(t, ~r ′) for ~r ′ far away from ~r, since

A(~p) =
1

(2π)3

∫
d3r′ eit0

√
~p 2+m2−i~p.~r ′ φ(t0, ~r

′)

– non-local initial condition.

For free particle one could live with it, but it is difficult to construct interacting
theories out of this without introducing action at a distance.

Conclusion: We should proceed by taking φ to be real and keeping both solu-
tions.

What is the interpretation of the negative energy solutions?

It is difficult to find an interpretation in the first quantized formulation in
which we regard φ as the wave-function of a particle.

However we get a consistent interpretation in the second quantized formulation
where we regard φ as a quantum field describing a system of bosons.
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Quantization of the Klein-Gordon equation

Step 1: Write down a Lagrangian from which we can derive the K-G equations

L =
1

2

∫
d3r
[
(∂tφ)2 − (~∇φ)2 −m2φ2

]
, ∂tφ =

∂φ

∂t

Action

S =

∫
dt L =

1

2

∫
dt

∫
d3r
[
(∂tφ)2 − (~∇φ)2 −m2φ2

]
Under an arbitrary variation δφ,

δS =

∫
dt

∫
d3r
[
(∂tδφ)∂tφ− (~∇δφ).~∇φ−m2(δφ)φ

]
1. In the first term, integrate by parts in time and ignore boundary terms at
initial and final time since δφ vanishes there

2. In the second term, integrate by parts in x, y, z and ignore boundary terms
by requiring φ to vanish at spatial infinity.

δS =

∫
dt

∫
d3r
[
−(δφ)∂2

t φ+ (δφ) ~∇2φ−m2(δφ)φ
]

Requiring δS = 0 for arbitrary δφ gives:

−∂2
t φ+ ~∇2φ−m2φ = 0

– Klein-Gordon equation

Can also be derived using Euler-Lagrange equation:

d

dt

(
δL

δφ̇(t, ~r ′)

)
−
(

δL

δφ(t, ~r ′)

)
= 0
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8 Klein-Gordon field

Last time we derived the Lagrangian for Klein-Gordon equation

L =
1

2

∫
d3r
[
(φ̇)2 − (~∇φ)2 −m2φ2

]

We now turn to step 2 for quantization

– define conjugate momentum and Hamiltonian

Π(t, ~r ′) =
δL

δφ̇(t, ~r ′)
=

∫
d3r φ̇(t, ~r)

δφ̇(t, ~r)

δφ̇(t, ~r ′)
=

∫
d3r φ̇(t, ~r) δ(3)(~r−~r ′) = φ̇(t, ~r ′)

H =

∫
d3rΠ(t, ~r)φ̇(t, ~r)− L =

1

2

∫
d3r
[
Π(t, ~r)2 + (~∇φ(t, ~r))2 +m2 φ(t, ~r)2

]
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H =
1

2

∫
d3r
[
Π(t, ~r)2 + (~∇φ(t, ~r))2 +m2 φ(t, ~r)2

]
It will be useful to use momentum space basis, and introduce new independent
variables φ̃(t, ~p), Π̃(t, ~p) via:

φ(t, ~r) =
1

(2π)3/2

∫
d3p φ̃(t, ~p) ei~p.~r, Π(t, ~r) =

1

(2π)3/2

∫
d3p Π̃(t, ~p) ei~p.~r,

Inverse relations:

φ̃(t, ~p) =
1

(2π)3/2

∫
d3r φ(t, ~r) e−i~p.~r, Π̃(t, ~p) =

1

(2π)3/2

∫
d3rΠ(t, ~r) e−i~p.~r,

φ̃(t, ~p)∗ = φ̃(t,−~p), Π̃(t, ~p)∗ = Π̃(t,−~p)

Note different use of the word ‘momentum’

– ~p refers to arguments of functions after Fourier transformation

– conjugate momentum Π is canonically conjugate variable to φ

This gives∫
d3r φ(t, ~r)2 =

∫
d3r

∫
d3p

(2π)3/2

∫
d3p′

(2π)3/2
φ̃(t, ~p) ei~p.~r φ̃(t, ~p ′) ei~p

′.~r

=

∫
d3p

(2π)3/2

∫
d3p′

(2π)3/2
φ̃(t, ~p) φ̃(t, ~p ′) (2π)3δ(3)(~p+ ~p ′) =

∫
d3p φ̃(t, ~p) φ̃(t,−~p)

Similar analysis can be done for other terms, leading to

H =
1

2

∫
d3p

[
Π̃(t,−~p)Π̃(t, ~p) + ~p 2 φ̃(t,−~p)φ̃(t, ~p) +m2 φ̃(t,−~p)φ̃(t, ~p)

]
=

1

2

∫
d3p

[
Π̃(t, ~p)∗Π̃(t, ~p) + ~p 2 φ̃(t, ~p)∗φ̃(t, ~p) +m2 φ̃(t, ~p)∗φ̃(t, ~p)

]
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Why did we expand in the momentum space basis?

General rule: Expand in the basis of eigenfunctions of the spatial part of the
differential operator that appears in the equations of motion

– in this case the operator is ~∇2 −m2

Its eigenfunctions are ei~p.~r

This simplifies the part of H given by

1

2

∫
d3r
[
(~∇φ(t, ~r))2 +m2 φ(t, ~r)2

]
=

1

2

∫
d3r φ(t, ~r)

[
−~∇2 +m2

]
φ(t, ~r)

This is the analog of finding the normal modes in the small oscillation problem
in classical mechanics.
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H =
1

2

∫
d3p

[
Π̃(t, ~p)∗Π̃(t, ~p) + ~p 2 φ̃(t, ~p)∗φ̃(t, ~p) +m2 φ̃(t, ~p)∗φ̃(t, ~p)

]
φ̃(t, ~p)∗ = φ̃(t,−~p), Π̃(t, ~p)∗ = Π̃(t,−~p)

Step 3: Quantization

Regard φ and Π as operators satisfying:

[φ(t, ~r),Π(t, ~r ′)] = i δ(3)(~r − ~r ′), [φ(t, ~r), φ(t, ~r ′)] = 0, [Π(t, ~r),Π(t, ~r ′)] = 0

This gives

[φ̃(t, ~p), Π̃(t, ~p ′)] =

[
1

(2π)3/2

∫
d3r φ(t, ~r) e−i~p.~r,

1

(2π)3/2

∫
d3r′Π(t, ~r ′) e−i~p

′.~r ′
]

=
i

(2π)3

∫
d3r e−i~p.~r

∫
d3r′ e−i~p

′.~r ′δ(3)(~r − ~r ′) =
i

(2π)3

∫
d3r e−i(~p+~p

′).~r = i δ(3)(~p+ ~p ′)

[φ̃(t, ~p), φ̃(t, ~p ′)] = 0, [Π̃(t, ~p), Π̃(t, ~p ′)] = 0

φ̃(t, ~p)† = φ̃(t,−~p), Π̃(t, ~p)† = Π̃(t,−~p)

Ĥ =
1

2

∫
d3p

[
Π̃(t, ~p)†Π̃(t, ~p) + ~p 2 φ̃(t, ~p)†φ̃(t, ~p) +m2 φ̃(t, ~p)†φ̃(t, ~p)

]
=

1

2

∫
d3p

[
Π̃(t,−~p)Π̃(t, ~p) + ~p 2 φ̃(t,−~p)φ̃(t, ~p) +m2 φ̃(t,−~p)φ̃(t, ~p)

]
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[φ̃(t, ~p), Π̃(t, ~p ′)] = i δ(3)(~p+ ~p ′), [φ̃(t, ~p), φ̃(t, ~p ′)] = 0, [Π̃(t, ~p), Π̃(t, ~p ′)] = 0

φ̃(t, ~p)† = φ̃(t,−~p), Π̃(t, ~p)† = Π̃(t,−~p)

Ĥ =
1

2

∫
d3p
[
Π̃(t, ~p)†Π̃(t, ~p) + (~p 2 +m2) φ̃(t, ~p)†φ̃(t, ~p)

]
Except for the †’s, the system looks like independent harmonic oscillators for
each ~p, with angular frequency

√
~p 2 +m2

Define
E~p =

√
~p 2 +m2

a(t, ~p) =
1√
2

(
E

1/2
~p φ̃(t, ~p) + i E

−1/2
~p Π̃(t, ~p)

)
a(t, ~p)† =

1√
2

(
E

1/2
~p φ̃(t,−~p)− i E−1/2

~p Π̃(t,−~p)
)

Note that a(t, ~p)† is the hermitian conjugate of a(t, ~p).

Ex. Check that

[a(t, ~p), a(t, ~p ′)] = 0, [a(t, ~p)†, a(t, ~p ′)†] = 0, [a(t, ~p), a(t, ~p ′)†] = δ(3)(~p−~p ′)

Ĥ =

∫
d3pE~p a(t, ~p)†a(t, ~p) + constant

[Ĥ, a(t, ~p)] = −E~p a(t, ~p), [Ĥ, a(t, ~p)†] = E~p a(t, ~p)†, E~p =
√
~p 2 +m2
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[a(t, ~p), a(t, ~p ′)] = 0, [a(t, ~p)†, a(t, ~p ′)†] = 0, [a(t, ~p), a(t, ~p ′)†] = δ(3)(~p−~p ′)

Ĥ =

∫
d3pE~p a(t, ~p)†a(t, ~p) + constant

[Ĥ, a(t, ~p)] = −E~p a(t, ~p), [Ĥ, a(t, ~p)†] = E~p a(t, ~p)†

We introduce basis states at t = 0:

Define vacuum state |0〉 to satisfy

a(~p)|0〉 = 0 for all ~p

Excited states:
|~p1, · · · , ~pN〉 = a(~p1)

†a(~p2)
† · · · a(~pN)†|0〉

Ĥ|~p1, · · · , ~pN〉 = (E~p1
+ E~p2

+ · · ·+ E~pN )|~p1, · · · , ~pN〉

– same energy as N free particles with momentum ~p1, · · · , ~pN
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So far we have not introduced momentum operator.

Next time we shall use Noether’s theorem to define the momentum operator in
this quantum field theory.

Result:

P̂i =

∫
d3p pi a(t, ~p)†a(t, ~p), i = x, y, z

Using
|~p1, · · · , ~pN〉 = a(~p1)

†a(~p2)
† · · · a(~pN)†|0〉

one can easily show that

P̂i |~p1, · · · , ~pN〉 = (p1i + · · ·+ pNi)|~p1, · · · , ~pN〉

We also had

Ĥ|~p1, · · · , ~pN〉 = (E~p1
+ E~p2

+ · · ·+ E~pN )|~p1, · · · , ~pN〉

We shall interpret |~p1, · · · , ~pN〉 as a state containing N free particles with mo-
menta ~p1, · · · , ~pN and energy E~p1

, · · · , E~pN .
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Noether’s theorem in classical theory

For every continuous global symmetry, there is a conserved quantity

– valid in classical mechanics as well as in classical field theory

The proof will be given in the next lecture.

Today we shall introduce some notations.

Consider a general classical field theory with fields φ1, φ2, · · · , φn

– they could be multiple scalars, components of a vector (like the vector po-
tential in electromagnetic theory) etc.

Action S[φ1, · · · , φn] is functional of these fields

This means that given n functions of space-time coordinates, φ1(t, ~x), · · · , φn(t, ~r),
S generates a number

e.g. for a single scalar field describing Klein-Gordon theory,

S[φ] =
1

2

∫
dt

∫
d3r
[
(∂tφ)2 − (~∇φ)2 −m2φ2

]
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A transformation: Given a set of functions φ1, · · · , φn, a transformation is a
rule by which we generate new set of functions φ̃1, · · · , φ̃n.

Examples:

1. φ̃i(t, ~r) = −φi(t, ~r)

2. φ̃i(t, ~r) = φi(t,−~r)

3. φ̃1(t, ~r) = φ2(t, ~r), φ̃2(t, ~r) = φ1(t, ~r), φ̃i(t, ~r) = φi(t, ~r) for i ≥ 3

Note: In all these cases the new functions are determined by old functions.

A transformation is a symmetry of the action if

S[φ̃1, · · · , φ̃n] = S[φ1, · · · , φn]

Example: The transformation φ̃(t, ~r) = −φ(t, ~r) is a symmetry of

S[φ] =
1

2

∫
dt

∫
d3r
[
(∂tφ)2 − (~∇φ)2 −m2φ2

]
since

S[φ̃] =
1

2

∫
dt

∫
d3r
[
(∂tφ̃)2 − (~∇φ̃)2 −m2φ̃2

]
= S[φ]
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9 Symmetries and conservation laws

Consider a general classical field theory with fields φ1, φ2, · · · , φn

– they could be multiple scalars, components of a vector (like the vector po-
tential in electromagnetic theory) etc.

Action S[φ1, · · · , φn] is functional of these fields

This means that given n functions of space-time coordinates, φ1(t, ~r), · · · , φn(t, ~r),
S generates a number

e.g. for a single scalar field describing Klein-Gordon theory,

S[φ] =
1

2

∫
dt

∫
d3r
[
(∂tφ)2 − (~∇φ)2 −m2φ2

]

A transformation: Given a set of functions φ1, · · · , φn, a transformation is a
rule by which we generate new set of functions φ̃1, · · · , φ̃n.

Examples:

1. φ̃i(t, ~r) = −φi(t, ~r)

2. φ̃i(t, ~r) = φi(t,−~r)

3. φ̃1(t, ~r) = φ2(t, ~r), φ̃2(t, ~r) = φ1(t, ~r), φ̃i(t, ~r) = φi(t, ~r) for i ≥ 3

Note: In all these cases the new functions are determined by old functions.
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We shall consider transformations that are smooth and invertible.

Invertible:

For a given transformation,

the knowledge of φi determines φ̃i uniquely,

and

the knowledge of φ̃i determines φi uniquely.

Smooth:

Two field configurations, that are close to each other, gets mapped to field
configurations that are close to each other.

If φi is mapped to φ̃i then φi + δφi is mapped to φ̃i + δφ̃i

If δφi = εfi than δφ̃i = εgi +O(ε2) for smooth functions fi, gi.

Smoothness + Invertibility

⇒ for given sets of functions f1, · · · , fn we can determine the functions g1, · · · , gn
uniquely and vice versa.
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A transformation is a symmetry of the action if

S[φ̃1, · · · , φ̃n] = S[φ1, · · · , φn]

Example: The transformation φ̃(t, ~r) = −φ(t, ~r) is a symmetry of

S[φ] =
1

2

∫
dt

∫
d3r
[
(∂tφ)2 − (~∇φ)2 −m2φ2

]
since

S[φ̃] =
1

2

∫
dt

∫
d3r
[
(∂tφ̃)2 − (~∇φ̃)2 −m2φ̃2

]
= S[φ]

Similarly φ̃(t, ~r) = φ(t,−~r) is also a symmetry.

S[φ̃] =
1

2

∫
dt

∫
d3r
[
(∂tφ(t,−~r))2 − (~∇φ(t,−~r))2 −m2φ(t,−~r)2

]
Change variable of integration ~r ′ = −~r

~∇ = −~∇′, d3r = d3r′ after changing limits of integration

S[φ̃] =
1

2

∫
dt

∫
d3r′

[
(∂tφ(t, ~r ′))2 − (−~∇′φ(t, ~r ′))2 −m2φ(t, ~r ′)2

]
= S[φ]

While checking if a transformation is a symmetry of the action, we shall ignore
integrals of total derivatives.

79



If a transformation is a symmetry of the action then it maps solutions of the
equations of motion to solutions of the equations of motion.

– if φi(t, ~r) satisfies equations of motion, so does φ̃i(t, ~r)

Proof:

Suppose that under the symmetry transformation:

φi is mapped to φ̃i

Smoothness: Given any set of functions f1, · · · , fn,

φi + εfi is mapped to φ̃i + εgi +O(ε2) for some set of functions g1, · · · , gn

We have, by symmetry,

S[{φ̃i}] = S[{φi}], S[{φ̃i + εgi}] = S[{φi + εfi}] +O(ε2)

Now suppose that φi(t, ~r) satisfies equations of motion.

S[{φi + ε fi}] = S[{φi}] +O(ε2)

since equations of motion ⇒ first order term in the variation of S vanishes

This gives, up to correction terms of order ε2

S[{φ̃i + ε gi}] = S[{φi + εfi}] = S[{φi}] = S[{φ̃i}]

gi’s are arbitrary, since by invertibility, for any set of gi’s we can find the
corresponding fi’s

⇒ φ̃i(t, ~r)’s satisfy the equations of motion.
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Special case: Continuous symmetry:

The transformation laws depend on a parameter that can be varied contin-
uously, such that for every value of the parameter the transformation is a
symmetry.

Example: φ̃(t, ~r) = φ(t, ~r+~a) is a symmetry of K-G action for every real value
of ~a = (ax, ay, az).

S[φ̃] =
1

2

∫
dt

∫
d3r
[
(∂tφ(t, ~r + ~a))2 − (~∇φ(t, ~r + ~a))2 −m2φ(t, ~r + ~a)2

]

Change integration variable to ~r ′ = ~r + ~a, ⇒ d3r′ = d3r, ~∇′ = ~∇

S[φ̃] =
1

2

∫
dt

∫
d3r′

[
(∂tφ(t, ~r ′))2 − (~∇′φ(t, ~r ′)2 −m2φ(t, ~r ′)2

]
= S[φ]

In this case we have three continuous symmetries labelled by parameters ax, ay, az

Time translation is also a continuous symmetry.

Another example: Consider Schrodinger field theory

S =

∫
dt

∫
d3r ψ∗

[
i~
∂ψ

∂t
− ĥψ

]

This has a symmetry:

ψ̃(t, ~r) = eiθψ(t, ~r), ψ̃(t, ~r)∗ = e−iθψ(t, ~r)∗

for any real parameter θ.
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Identity transformation:

φ̃i(t, ~r) = φi(t, ~r)

– always a symmetry of the action.

A continuous symmetry is called connected to identity if for some value of the
continuous parameter(s) the transformation reduces to identity transformation.

Example: ~a = 0 for translation, θ = 0 for Schrodinger action

We shall focus on these symmetries although this is not strictly necessary.

We normally choose the parameter of transformation a in such a way that a = 0
corresponds to identity transformation.

Infinitesimal transformation: a infinitesimal

– transformations close to identity

Continuous global symmetry: The symmetry transformation parameter does
not depend on space-time coordinates t, ~r

e.g. φ̃(t, ~r) = φ(t, ~r + ~a) is not a symmetry of K-G action if ~a becomes an
arbitrary function of t, ~r.

We can still change integration variable to ~r ′ = ~r + ~a(t, ~r), but

⇒ d3r′ 6= d3r, ~∇′ 6= ~∇
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Noether’s theorem: For every continuous global symmetry, the theory has a
conserved quantity Q(t):

d

dt
Q = 0

Global symmetry: Transformation parameters do not depend on t, ~r.

The conserved quantities associated with space translation are called momen-
tum

– universal definition in all theories

– measures total physical momentum of a state

The conserved quantity associated with time translation is called energy

– coincides with the Hamiltonian
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10 Symmetries and conservation laws

Noether’s theorem: For every continuous global symmetry, the theory has a
conserved quantity Q(t):

d

dt
Q = 0

Global symmetry: Transformation parameters do not depend on t, ~r.

We’ll now give a proof of Noether’s theorem.

For this it will be useful (not necessary) to set up a relativistic notation

84



Define: x0 = t, (x1, x2, x3) = ~r

Four vector x = (x0, x1, x2, x3)

∂µ ≡ ∂
∂xµ

The matrix ηµν = diag (−1, 1, 1, 1), ηµν = diag (−1, 1, 1, 1)

Indices appearing twice in a product are automatically summed over 0,1,2,3,
e.g.

ηµν∂µφ ∂νφ =
3∑

µ,ν=0

ηµν ∂µφ ∂νφ = −(∂0φ)2+(∂1φ)2+(∂2φ)2+(∂3φ)2 = −(∂tφ)2+(~∇φ)2

In this notation, the K-G action may be written as:

S =
1

2

∫
d4x

[
−ηµν∂µφ ∂νφ−m2φ2

]
Raising and lowering indices: Given any 4-vector Aµ, we define:

Aµ = ηµνA
ν, Aµ = ηµν Aν
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Proof of Noether theorem:

Consider an infinitesimal continuous global symmetry

φ̃i(x) = φi(x) + ε χi(x)

ε: an infinitesimal parameter

χi(x): Some known functions, constructed from the φi’s

Example: Consider infinitesimal translation along x1:

φ̃i(x
0, x1, x2, x3) = φi(x

0, x1 + ε, x2, x3) = φi(x
0, x1, x2, x3) + ε ∂1φi(x

0, x1, x2, x3)

In this case,
χi(x) = ∂1φi(x)

Symmetry:
S[{φi}] = S[{φi + εχi}]

Now take an arbitrary function f(x).

S[{φi}] = S[{φi + εfχi}] if f(x) is a constant.

⇒ when f(x) is not a constant:

S[{φi + εfχi}] = S[{φi}] + ε

∫
d4x[Kµ

1 (x) ∂µf +Kµν
2 (x)∂µ∂νf + · · ·]

Kµ
1 , K

µν
2 , · · · are constructed from the φi’s and their derivatives (but not f)

Taking f to vanish at ∞, we can integrate by parts and get

S[{φi+εfχi}] = S[{φi}]+ε
∫
d4xf(x) ∂µJ

µ(x), Jµ = −Kµ
1 (x)+∂νK

µν
2 (x)+· · ·
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We have proved that if
φ̃i(x) = φi(x) + ε χi(x)

is an infinitesimal symmetry transformation, then for any function f(x) that
vanishes at ∞, we have

S[{φi + εfχi}] = S[{φi}] + ε

∫
d4xf(x) ∂µJ

µ(x)

for some quantity Jµ(x) constructed from the fields φi(x).

Now suppose that φi’s satisfy equations of motion.

In this case under any variation of the fields, the change in the action vanishes
to first order.

S[{φi + εfχi}] = S[{φi}] +O(ε2)

Therefore ∫
d4xf(x) ∂µJ

µ(x) = 0

Since f(x) is an arbitrary function, this gives

∂µJ
µ(x) = 0

when equations of motion are satisfied

Jµ is called conserved current

∂0J
0 = −~∇. ~J, ~J = (J1, J2, J3)

d

dt

∫
d3rJ0(t, ~r) = −

∫
d3r ~∇. ~J = 0

assuming that the boundary terms vanish

– no current flowing out to infinity
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Conclusion: Given a continuous global symmetry, we can construct a quantity

Q =

∫
d3r J0(t, ~r)

which satisfies
dQ

dt
= 0

when equations of motion are satisfied.
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Construction of Q simplifies for a special class of actions:

S =

∫
d4xL({φi}, {∂µφi})

L: Lagrangian density – an ordinary function of the n+ 4n variables φi’s and
∂µφi’s

e.g. for K-G field theory

L = −1

2
ηµν∂µφ∂νφ−

1

2
m2φ2

– an ordinary function of φ, ∂0φ, ∂1φ, ∂2φ, ∂3φ

Suppose

φ̃i(x) = φi(x) + ε χi(x), ∂µφ̃i(x) = ∂µφi(x) + ε ∂µχi(x)

is a symmetry.

Then, in order that
∫
d4xL remains invariant under this transformation,

L({φ̃i}, {∂µφ̃i}) = L({φi}, {∂µφi}) + ε ∂µK
µ

for some Kµ.

⇒
n∑
i=1

[
∂L
∂φi

εχi +
∂L

∂(∂µφi)
ε ∂µχi

]
= ε ∂µK

µ

This gives the identity:

n∑
i=1

[
∂L
∂φi

χi +
∂L

∂(∂µφi)
∂µχi

]
= ∂µK

µ
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n∑
i=1

[
∂L
∂φi

χi +
∂L

∂(∂µφi)
∂µχi

]
= ∂µK

µ

Now define

φ̂i(x) = φi(x) + ε f(x)χi(x), ∂µφ̂i(x) = ∂µφi(x) + ε ∂µ(f(x)χi(x))

Then

L({φ̂i(x)}, {∂µφ̂i(x)}) = L({φi(x)}, {∂µφi(x)})+
n∑
i=1

[
∂L
∂φi

εfχi +
∂L

∂(∂µφi)
ε ∂µ(f χi)

]

S[{φi + εfχi}]− S[{φi}] =

∫
d4x

n∑
i=1

[
∂L
∂φi

εfχi +
∂L

∂(∂µφi)
ε ∂µ(f χi)

]
=

∫
d4x

n∑
i=1

[
∂L
∂φi

εfχi +
∂L

∂(∂µφi)
ε f ∂µχi +

∂L
∂(∂µφi)

ε ∂µf χi)

]

=

∫
d4x ε f ∂µ

[
Kµ −

n∑
i=1

∂L
∂(∂µφi)

χi

]
On the other hand, we defined Jµ via

S[{φi + εfχi}]− S[{φi}] =

∫
d4x ε f ∂µJ

µ

Comparison of the two equations gives:

Jµ = −
n∑
i=1

∂L
∂(∂µφi)

χi +Kµ

By our previous argument, ∂µJ
µ = 0, ⇒ Q =

∫
d3rJ0 is conserved
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11 Symmetries and conservation laws

Relevant result for

S =

∫
d4xL({φi}, {∂µφi})

Suppose

φ̃i(x) = φi(x) + ε χi(x), ∂µφ̃i(x) = ∂µφi(x) + ε ∂µχi(x)

is a symmetry.

Then, in order that
∫
d4xL remains invariant under this transformation,

L({φ̃i}, {∂µφ̃i}) = L({φi}, {∂µφi}) + ε ∂µK
µ

for some Kµ.

Then

Jµ = −
n∑
i=1

∂L
∂(∂µφi)

χi +Kµ

satisfies
∂µ J

µ = 0

Q =
∫
d3rJ0 is conserved
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Example: Schrodinger field theory

S =

∫
dt

∫
d3r ψ∗

[
i
∂ψ

∂t
+

1

2m
~∇2ψ − U(~r)ψ

]
=

∫
dt

∫
d3r

[
iψ∗

∂ψ

∂t
− 1

2m
~∇ψ∗.~∇ψ − U(~r)ψ∗ψ

]

L(ψ, ψ∗, ∂µψ, ∂µψ
∗) =

[
iψ∗

∂ψ

∂t
− 1

2m
~∇ψ∗.~∇ψ − U(~r)ψ∗ψ

]

Symmetry
ψ̃(t, ~r) = eiθψ(t, ~r), ψ̃(t, ~r)∗ = e−iθψ(t, ~r)∗

L(ψ̃, ψ̃∗, {∂µψ̃}, {∂µψ̃∗}) = L(ψ, ψ∗, {∂µψ}, {∂µψ∗})

Infinitesimal version: θ = ε:

ψ̃(t, ~r) = ψ(t, ~r) + iεψ(t, ~r), ψ̃(t, ~r)∗ = ψ(t, ~r)∗ − iεψ(t, ~r)∗

Recall our definition of χi and Kµ:

φ̃i(x) = φi(x) + ε χi(x), L({φ̃i}, {∂µφ̃i}) = L({φi}, {∂µφi}) + ε ∂µK
µ

under infinitesimal symmetry.

⇒ χ = i ψ(t, ~r), χ∗ = −iψ(t, ~r)∗, Kµ = 0
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L(ψ, ψ∗, {∂µψ}, {∂µψ∗}) =

[
iψ∗

∂ψ

∂t
− 1

2m
~∇ψ∗.~∇ψ − U(~r)ψ∗ψ

]

⇒ χ = i ψ(t, ~r), χ∗ = −iψ(t, ~r)∗, Kµ = 0

Jµ = −
n∑
i=1

∂L
∂(∂µφi)

χi +Kµ = − ∂L
∂(∂µψ)

(i ψ)− ∂L
∂(∂µψ∗)

(−i ψ∗)

J0 = − ∂L

∂(∂tψ)
(iψ) = ψ∗ψ

J i =
1

2m
∂iψ

∗(iψ) +
1

2m
∂iψ(−iψ∗) =

i

2m
{ψ∂iψ∗ − ψ∗∂iψ}

Conserved quantity

N =

∫
d3r ψ(t, ~r)∗ψ(t, ~r)

– in quantum theory this becomes the number operator
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Next we find conserved quantities in K-G theory associated with space-time
translation.

L =
1

2

[
−ηµν∂µφ ∂νφ−m2φ2

]
Symmetry:

φ̃(x) = φ(x+ a)

a = (a0, a1, a2, a3): An arbitrary constant four vector

We should have four conserved quantities and the associated currents Jµ(ρ)

Infinitesimal version: a = (ε0, ε1, ε2, ε3)

φ̃(x) = φ(x+ ε) = φ(x) + ερ ∂ρφ

L(φ̃(x), {∂νφ̃(x)}) = L(φ(x+ ε), {∂νφ(x+ ε)})
= L(φ(x), {∂νφ(x)}) + ερ ∂ρL(φ(x), {∂νφ(x)})

Compare with our definition of χi and Kµ:

φ̃i(x) = φi(x) + ε χi(x), L({φ̃i}, {∂νφ̃i}) = L({φi}, {∂νφi}) + ε ∂µK
µ

Since we have four transformations, and one field, we write this as

φ̃(x) = φ(x) + ερ χ(ρ)(x), L(φ̃, {∂νφ̃}) = L(φ, {∂νφ}) + ερ ∂µK
µ
(ρ)

This gives

χ(ρ) = ∂ρφ, ∂µK
µ
(ρ) = ∂ρL ⇒ Kµ

(ρ) = L δµρ , δµρ : Kronecker δ
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L =
1

2

[
−ηµν∂µφ ∂νφ−m2φ2

]

χ(ρ) = ∂ρφ, Kµ
(ρ) = L δµρ , δµρ : Kronecker δ

Jµ(ρ) = − ∂L
∂(∂µφ)

χ(ρ) +Kµ
(ρ) = ηµν ∂νφ ∂ρφ+ L δµρ

Conserved quantity:

Pρ =

∫
d3r J0

(ρ) =

∫
d3r

[
η0ν ∂νφ ∂ρφ+ L δ0

ρ

]
We define

P σ = ησρ Pρ =

∫
d3r

[
η0νησρ∂νφ ∂ρφ+ L η0σ

]
P 0 =

∫
d3r

[
(∂0φ)2 − L

]
=

1

2

[
(∂0φ)2 + (~∇φ)2 +m2φ2

]
agrees with H (energy)

P i = Pi =

∫
d3r [−∂0φ ∂iφ] = −

∫
d3rΠ ∂iφ for i = 1, 2, 3

– defined as i-th component of physical momentum
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Recall Fourier transformation formulæ:

φ(t, ~r) =
1

(2π)3/2

∫
d3p φ̃(t, ~p) ei~p.~r, Π(t, ~r) =

1

(2π)3/2

∫
d3p Π̃(t, ~p) ei~p.~r,

P i = −
∫
d3rΠ(t, ~r) ∂iφ = −

∫
d3p Π̃(t,−~p) (i pi) φ̃(t, ~p), for i = 1, 2, 3

In quantum theory, where φ and Π are operators, we have

a(t, ~p) =
1√
2

(
E

1/2
~p φ̃(t, ~p) + i E

−1/2
~p Π̃(t, ~p)

)
a(t, ~p)† =

1√
2

(
E

1/2
~p φ̃(t,−~p)− i E−1/2

~p Π̃(t,−~p)
)

E~p =
√
~p 2 +m2

Using this we can rewrite P i in the quantum theory as:

P̂i =

∫
d3p pi a(t, ~p)† a(t, ~p) + constant

This was used earlier to show that the state:

|~p1, · · · , ~pN〉 = a(~p1)
†a(~p2)

† · · · a(~pN)†|0〉

satisfies
P̂i |~p1, · · · , ~pN〉 = (p1i + · · ·+ pNi)|~p1, · · · , ~pN〉

We also had

Ĥ|~p1, · · · , ~pN〉 = (E~p1
+ E~p2

+ · · ·+ E~pN )|~p1, · · · , ~pN〉

This allowed us to interpret |~p1, · · · , ~pN〉 as a state containing N free particles
with momenta ~p1, · · · , ~pN and energy E~p1

, · · · , E~pN .
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Why did we have to construct a conserved quantity for defining momentum?

For free particles we did not need to go through the exercise.

Momentum of each particle is individually conserved, i.e. the state |~p1, · · · , ~pN〉,
if evolved in time via Schrodinger equation, will just pick up a phase and will
still have the interpretation of an N particle states with momenta ~p1, · · · , ~pN .

However, once we introduce interactions, this will no longer be the case.

The particles may be able to exchange momenta, produce new particles, anni-
hilate themselves etc.

Nevertheless, the total momentum and energy should not change.

This will be the case if in the interacting theory we define the energy and mo-
menta as conserved quantities associated with space-time translation, provided
space and time translations are symmetries of the theory.

For Noether theorem to be useful in quantum field theory, it is important that
a quantity conserved in the classical theory is also conserved in the quantum
theory

– generally true since the quantum field operators satisfy the same equations
of motion as the classical fields.

However in some cases this fails.

Such symmetries are known as anomalous

– will not be discussed any further in this course.
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Now let us return briefly to the currents Jµ(ρ) associated with space-time trans-
lation.

It is called the energy-momentum tensor and written as T µρ.

Note that the two indices are on different footing.

µ labels the component of the conserved four current

ρ labels the particular direction of translation that leads to this conserved
quantity.

ρ = 0 associated to time translation, ρ = 1, 2, 3 associated to space translation
symmetry

We also define
T µσ = ησρT µρ

Then

Energy =

∫
d3r T 00, momentum =

∫
d3r T 0i

For the Klein-Gordon field:

T µσ = ησρ Jµ(ρ) = ησρ
[
ηµν ∂νφ ∂ρφ+ L δµρ

]
= ησρηµν ∂νφ ∂ρφ+ L ηµσ

– symmetric under µ↔ σ

This is a general property of the energy momentum tensor

– can be made symmetric, if necessary, by adding a tensor Kµσ with the prop-
erties:

1. ∂µK
µσ = 0, 2.

∫
d3r K0σ = 0
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12 Lorentz invariance and associated conserved quanti-

ties

Last time we analyzed the conserved quantities in K-G theory associated with
translation symmetry.

φ̃(x) = φ(x+ ε) = φ(x) + ερ ∂ρφ

This gives

L(φ̃(x), {∂µφ̃(x)}) = L(φ(x+ ε), {∂µφ(x+ ε)})

= L(φ(x), {∂µφ(x)}) + ερ ∂ρL(φ(x), {∂µφ(x)})

Using the general definitions:

φ̃(x) = φ(x)+ερ χ(ρ)(x), L(φ̃(x), {∂µφ̃(x)}) = L(φ(x), {∂µφ(x)})+ερ∂µK
µ
(ρ)

we get, by comparison,

χ(ρ) = ∂ρφ, Kµ
(ρ) = L δµρ , δµρ : Kronecker δ

This gave conserved current associated with translation along ρ direction:

Jµ(ρ) = − ∂L
∂(∂µφ)

χ(ρ) +Kµ
(ρ) = − ∂L

∂(∂µφ)
∂ρφ+ L δµρ

We called this T µρ.

Note: Up to this point we do not need explicit form of L, but after this step
we used the form of L in K-G theory.
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Up to this point the analysis also holds for multiple fields if we just sum over
all fields in the first term.
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Lorentz invariance of K-G action:

φ̃(x) = φ(Λx)

Λ: Lorentz transformation matrix

(Λx)µ = Λµ
νx

ν, Λ ηΛT = η

In components
Λρ

µ η
µν Λσ

ν = ηρσ

We shall first check that this is a symmetry of K-G action.

L(φ̃(x), {∂νφ̃(x)}) = −1

2
ηµν∂µφ̃(x)∂νφ̃(x)− 1

2
m2φ̃(x)2

= −1

2
ηµν∂µφ(Λx)∂νφ(Λx)− 1

2
m2φ(Λx)2

Define
x′ρ = Λρ

σ x
σ

Then

∂µ =
∂

∂xµ
=
∂x′ρ

∂xµ
∂

∂x′ρ
= Λρ

µ ∂
′
ρ

This gives

L(φ̃(x), {∂νφ̃(x)}) = −1

2
ηµνΛρ

µ ∂
′
ρφ(x′)Λσ

ν ∂
′
σφ(x′)− 1

2
m2φ(x′)2

= −1

2
ηρσ∂′ρφ(x′) ∂′σφ(x′)− 1

2
m2φ(x′)2 = L(φ(x′), {∂′νφ(x′)})

Since | det Λ| = 1, we also have d4x′ = d4x
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L(φ̃(x), {∂νφ̃(x)}) = L(φ(x′), {∂′νφ(x′)}), d4x = d4x′

This gives

S[φ̃] =

∫
d4xL(φ̃(x), {∂νφ̃(x)}) =

∫
d4x′L(φ(x′), {∂′νφ(x′)}) = S[φ]

Therefore Lorentz transformation is a symmetry of the action.
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We shall now construct the associated conserved quantity.

For this we need to consider the infinitesimal version of Lorentz transformation.

Λ = I + ε ω, Λµ
ν = δµν + ε ωµν

Λ ηΛT = η ⇒ (I + ε ω) η (I + ε ωT ) = η ⇒ ε(ω η + η ωT ) = 0

ωµρ η
ρν + ηµρωνρ = 0 ⇒ ωµν + ωνµ = 0

where we have defined

ωµν = ωµρ η
ρν

Therefore ωµν is an arbitrary anti-symmetric matrix

ωρσ = ηρµ ησν ω
µν is also an antisymmetric matrix

– 6 independent paramaters

3 boost and 3 rotations

Goal: Find the conserved charges associated with Lorentz transformations

– we need to construct the χi’s and Kµ’s for each of these six independent
infinitesimal transformations.

We’ll do it all together just as for translation we found all the conserved charges
together.
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Recall that

L(φ̃(x), {∂νφ̃(x)}) = L(φ(x′), {∂′νφ(x′)})

For infinitesimal trasformation:

x′µ = Λµ
νx

ν = (δµν + ε ωµν)x
ν = xµ + ε ωµνx

ν

Therefore

L(φ̃(x), {∂νφ̃(x)}) = L(φ(x), {∂νφ(x)}) + ε ωµν x
ν ∂µL(φ(x), {∂νφ(x)})

This can be written as

L(φ̃(x), {∂νφ̃(x)}) = L(φ(x), {∂νφ(x)}) + ε ∂µ [ωµν x
ν L(φ(x), {∂νφ(x)})]

since

ωµν ∂µ x
ν = ωµν δ

ν
µ = ωµρηρν δ

ν
µ = ωµρηρµ = 0

by anti-symmetry of ωµρ.
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Recall our general definition of χi and Kµ:

φ̃i(x) = φi(x) + ε χi(x), L({φ̃i}, {∂µφ̃i}) = L({φi}, {∂µφi}) + ε ∂µK
µ

under infinitesimal symmetry.

Here we have

L(φ̃(x), {∂νφ̃(x)}) = L(φ(x), {∂νφ(x)}) + ε ∂µ [ωµν x
ν L(φ(x), {∂νφ(x)})]

This gives

Kµ = ωµν x
ν L(φ(x), {∂νφ(x)})

We also have

φ̃(x) = φ(x′) = φ(x) + ε ωµν x
ν ∂µφ

This gives

χ(x) = ωµν x
ν ∂µφ
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χ(x) = ωρν x
ν ∂ρφ, Kµ = ωµν x

ν L(φ(x), {∂νφ(x)})

Conserved current

Jµ = − ∂L
∂(∂µφ)

χ+Kµ = − ∂L
∂(∂µφ)

ωρν x
ν ∂ρφ+ ωµν x

ν L(φ(x), {∂νφ(x)})

Recall the construction of T µν = ηνρJµ(ρ):

χ(ρ) = ∂ρφ, Kµ
(ρ) = L δµρ , δµρ : Kronecker δ

Jµ(ρ) = − ∂L
∂(∂µφ)

χ(ρ) +Kµ
(ρ) = − ∂L

∂(∂µφ)
∂ρφ+ L δµρ

This gives the conserved current for Lorentz transformation:

Jµ = ωρν x
ν Jµ(ρ) = ηρτ ωτν x

ν Jµ(ρ) = ωτν x
ν T µτ =

1

2
ωτν [xν T µτ − xτT µν]

Since ωτν is an arbitrary antisymmetric matrix,

Mµντ = xν T µτ − xτT µν

is conserved, i.e.

∂µM
µντ = 0

This implies that T µν must be symmetric.

0 = ∂µM
µντ = ∂µ{xν T µτ − xτT µν} = δνµ T

µτ − δτµ T µν = T ντ − T τν

Note: In this derivation we did not need to use the explicit form of L

As long as the action is Lorentz invariant, this derivation will work for general
Lagrangian, even for multiple scalar fields.
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Mµντ = xν T µτ − xτT µν

Conserved quantity

J ντ =

∫
d3rM 0ντ =

∫
d3r

[
xν T 0τ − xτT 0ν

]
J ij =

∫
d3r
[
xi T 0j − xjT 0i

]
SInce T 0i represents momentum density,

[
xi T 0j − xjT 0i

]
represents angular

momentum density.

J ij represents the three independent components of angular momenta of the
system

J 0i =

∫
d3rM 00i =

∫
d3r

[
x0 T 0i − xiT 00

]
These are conserved quantities associated with Lorentz boost

Note that they have explicit time dependence

Therefore they are conserved but do not commute with the Hamiltonian.

0 =
d

dt
J 0i = i[Ĥ,J 0i] +

∂

∂t
J 0i

⇒ [Ĥ,J 0i] 6= 0

This reflects the fact that under Lorentz boost, energy of a particle changes.
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13 Spin angular momentum

We considered Lorentz invariance of K-G action, under which:

φ̃(x) = φ(Λx)

L(φ̃(x), {∂νφ̃(x)}) = L(φ(x′), {∂′νφ(x′)})
where,

x′ = Λx, x′µ = Λµ
νx

ν

Infinitesimal version:

Λ = I + ε ω, Λµ
ν = δµν + ε ωµν

We found that ωρν = ηρµω
µ
ν is anti-symmetric matrix.

Conserved current associated with this symmetry:

Jµ =
1

2
ωτν [xν T µτ − xτT µν]

The same result holds when we have more fields and more general L if:

φ̃r(x) = φr(Λx) for i = 1, · · · , n

L({φ̃r(x)}, {∂νφ̃r(x)}) = L({φr(x′)}, {∂′νφr(x′)})
where

x′ = Λx, x′µ = Λµ
νx

ν
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Now consider a more general class of theories.

Consider a field theory with multiple fields φ1, · · · , φn

Some of these may represent components of vector fields or higher tensor fields.

The general Lorentz transformation law takes the form:

φ̃r(x) =
n∑
s=1

Srs(Λ)φs(Λx)

e.g. if {φr} represented the components of a Lorentz four vector Aµ, then

Ãµ(x) = Λν
µAν(Λx) ⇒ Sµν(Λ) = Λν

µ ⇒ S = ΛT

We shall check while studying Maxwell’s theory that this is a symmetry of the
action.

If {φr} includes a scalar field φ and a vector field Aµ, then S will be a block
diagonal 5× 5 matrix:

S =

(
1

ΛT

)

We shall assume that L still satisfies:

L({φ̃r(x)}, {∂νφ̃r(x)}) = L({φr(x′)}, {∂′νφr(x′)})

where
x′ = Λx, x′µ = Λµ

νx
ν
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φ̃r(x) =
n∑
s=1

Srs(Λ)φs(Λx)

Now suppose that we make another Lorentz transformation with Lorentz ma-
trix Λ′.

This will transform the field configuration {φ̃r} to new configuration {φ̂r}:

φ̂r(x) =
n∑
s=1

Srs(Λ
′) φ̃s(Λ

′x) =
n∑
s=1

Srs(Λ
′)

n∑
t=1

Sst(Λ)φt(ΛΛ′x)

=
n∑
t=1

{S(Λ′)S(Λ)}rtφt(ΛΛ′x) =
n∑
s=1

{S(Λ′)S(Λ)}rsφs(ΛΛ′x)

This must represent a single Lorentz transformation with matrix ΛΛ′.

φ̂r(x) =
n∑
s=1

Srs(ΛΛ′)}φs(ΛΛ′x)

Therefore we should have

S(Λ′)S(Λ) = S(ΛΛ′)

Taking transpose:
ST (Λ)ST (Λ′) = ST (ΛΛ′)

Composition law of ST (Λ) is the same as that of Λ

We say ST gives a representation of the Lorentz group.
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ST (Λ)ST (Λ′) = ST (ΛΛ′)

Let us verify this in known cases.

For scalar, S(Λ) = I (identity matrix)

ST (Λ)ST (Λ′) = I, ST (ΛΛ′) = I

For vector, S(Λ) = ΛT and S(ΛΛ′) = (ΛΛ′)T .

ST (Λ)ST (Λ′) = ΛΛ′, ST (ΛΛ′) = ΛΛ′
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Goal: Study how the Noether current Mµντ is modified when S(Λ) is not the
identity matrix.

For this we need to study infinitesimal transformation.

ST (Λ′)ST (Λ) = ST (Λ′Λ)

If Λ′ = I (identity matrix), then

ST (I)ST (Λ) = ST (IΛ) = ST (Λ)

This gives
ST (I) = I, ⇒ S(I) = IT = I

If Λ is close to the identity then S should be close to identity.

Take Λ = I + ε ω, ωµν = ηµρ ω
ρ
ν is anti-symmetric matrix

Then
S(I + ε ω) = I + ε T (ω)

for some n× n matrix T .

Note: Trs is a function of 6 variables {ωµν}

S(Λ)S(Λ′) = S(Λ′Λ) ⇒ S(I + ε ω)S(I + ε ω′) = S ((I + ε ω′)(I + ε ω))

⇒ (I + ε T (ω))(I + ε T (ω′)) = S(I + ε (ω + ω′)) = I + ε T (ω + ω′)

⇒ I + ε T (ω) + ε T (ω′) = I + ε T (ω + ω′)

⇒ T (ω) + T (ω′) = T (ω + ω′)
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Trs is a function of 6 variables {ωµν}

T (ω) + T (ω′) = T (ω + ω′)

This shows that Trs must be linear function of {ωµν}

General form:
Trs(ω) = ωτν Στν

rs

for some constants Στν
rs .

Infinitesimal transformation of φr:

φ̃r(x) =
n∑
s=1

(δrs + ε Trs(ω))φs((I + ε ω)x)

Note: The term involving Trs is the extra term that was not present for scalars.

Extra term in φ̃r(x):

ε

n∑
s=1

Trs(ω)φs(x) = ε

n∑
s=1

ωτν Στν
rs φs(x)

Recall our definition of χr(x):

φ̃r(x) = φr(x) + ε χr(x)

This gives the extra term in χr(x):

ωτν

n∑
s=1

Στν
rs φs(x)
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Extra term in χr(x):

ωτν

n∑
s=1

Στν
rs φs(x)

Now recall the expression for the conserved current:

Jµ = −
n∑
r=1

∂L
∂(∂µφr)

χr +Kµ

This gives the expression for the extra term in Jµ:

−
n∑
r=1

∂L
∂(∂µφr)

ωτν

n∑
s=1

Στν
rs φs(x)

Earlier expression for Jµ:

1

2
ωτν [xν T µτ − xτT µν]

New expression:

1

2
ωτν

[
xν T µτ − xτT µν − 2

n∑
r,s=1

∂L
∂(∂µφr)

Στν
rs φs(x)

]

Mµντ = xν T µτ − xτT µν−2
n∑

r,s=1

∂L
∂(∂µφr)

Στν
rs φs(x)

The extra term is the relativistic generalization of spin angular momentum

114



14 Conservation laws to symmetries

Noether procedure gives a way to construct the conserved charge for a given
continuous symmetry.

Can we go the other way?

Conserved charge → symmetry transformation

Suppose in a classical field theory, with action of the form:

S =

∫
d4xL({φr}, {∂µφr})

we have an infinitesimal symmetry

φ̃r(x) = φr(x) + ε χr(x), ∂µφ̃r(x) = ∂µφr(x) + ε ∂µχr(x)

Let us suppose that Q =
∫
d3rJ0(x) is the conserved charge.

Question: Can we recover the symmetry transformation by knowing Q?

Answer:
χr(t, ~r) = {Q(t), φr(t, ~r)}PB

In quantum theory,
χr(t, ~r) = −i [Q(t), φr(t, ~r)]
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χr(t, ~r) = −i [Q(t), φr(t, ~r)]

Even though the result holds in general, we shall prove this for a special class
of symmetries for which

• χr does not depend on any conjugate momentum Πs

• K0 vanishes

Ex. Check that most symmetries we have studied so far are of this type, except,

• time translation

• Lorentz boost
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Jµ = −
n∑
r=1

∂L
∂(∂µφr)

χr +Kµ

Since K0 vanishes,

Q =

∫
d3r J0(t, ~r) = −

∫
d3r

n∑
r=1

∂L
∂(∂0φr)

χr

Now

L =

∫
d3r′L(φr(t, ~r

′), {φ̇r(t, ~r ′)}, {∂′iφr(t, ~r ′)})

This gives

Πr(t, ~r) =
δL

δφ̇r(t, ~r)
=

∫
d3r′ δ(3)(~r − ~r′) ∂L

∂φ̇r(t, ~r ′)
=
∂L(t, ~r)

∂φ̇r(t, ~r)

This gives

Q(t) = −
∫
d3r

n∑
r=1

Πr(t, ~r)χr(t, ~r)

This gives

[Q(t), φs(t, ~r
′)] = −

[∫
d3r

n∑
r=1

Πr(t, ~r)χr(t, ~r), φs(t, ~r
′)

]
Since we have assumed that χr does not depend on Πs’s, only the commutator

[Πr(t, ~r), φs(t, ~r
′)] = −i δrs δ(3)(~r − ~r ′)

contributes.

[Q(t), φs(t, ~r
′)] = i

∫
d3r

n∑
r=1

δrs δ
(3)(~r − ~r ′)χr(t, ~r) = i χs(t, ~r

′)

⇒ χs(t, ~r
′) = −i [Q(t), φs(t, ~r

′)]
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χs(t, ~r
′) = −i [Q(t), φs(t, ~r

′)]

With some effort one can also prove this in the more general case where χr
depends on the Πs’s and K0 does not vanish.

Ex. Check that in K-G theory,[∫
d3r(x0T 0i − xiT 00), φ(t, ~r ′)

]
= i(x′i∂tφ(t, ~r ′) + x0∂′iφ(t, ~r ′))

This corresponds to taking ω0i = −1, ωi0 = 1
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We shall now show how this relation can be used in quantum theory.

We take K-G theory to illustrate the point, but the results are more general.

Quantities of interest: Matrix elements of operators between states

Since states are created by applying a†’s on |0〉, and a, a† can be expressed in
terms of φ and φ̇’s, the general quantities of interest will be:

〈0|φ(t1, ~r1) · · ·φ(tN , ~rN)|0〉

Now suppose that Q is a conserved charge.

Suppose further that

Q|0〉 = 0 ⇒ 〈0|Q = 0

If this is not true, we say that the symmetry is spontaneously broken

– will not be discussed in this course

We have
〈0|[Q, φ(t1, ~r1) · · ·φ(tN , ~rN)]|0〉 = 0

119



〈0|[Q, φ(t1, ~r1) · · ·φ(tN , ~rN)]|0〉 = 0

⇓
〈0| ([Q, φ(t1, ~r1)]φ(t2, ~r2) · · ·φ(tN , ~rN) + φ(t1, ~r1)[Q, φ(t2, ~r2)]φ(t3, ~r3) · · ·φ(tN , ~rN) + · · ·) |0〉 = 0

Since Q is time independent, we can choose the argument of Q to match the
time coordinate of the field with which we calculate the commutator

– can use equal time commutator

−i 〈0| (χ(t1, ~r1)φ(t2, ~r2) · · ·φ(tN , ~rN) + φ(t1, ~r1)χ(t2, ~r2)φ(t3, ~r3) · · ·φ(tN , ~rN) + · · ·) |0〉 = 0

Now recall that
φ̃(t, ~r) = φ(t, ~r) + ε χ(t, ~r)

Therefore we have

〈0|φ̃(t1, ~r1)φ̃(t2, ~r2) · · · φ̃(tN , ~rN)|0〉

= 〈0|φ(t1, ~r1)φ(t2, ~r2) · · ·φ(tN , ~rN)|0〉

+ε〈0| (χ(t1, ~r1)φ(t2, ~r2) · · ·φ(tN , ~rN) + φ(t1, ~r1)χ(t2, ~r2)φ(t3, ~r3) · · ·φ(tN , ~rN) + · · ·) |0〉+O(ε2)

= 〈0|φ(t1, ~r1)φ(t2, ~r2) · · ·φ(tN , ~rN)|0〉+O(ε2)

Conclusion:

〈0|φ̃(t1, ~r1)φ̃(t2, ~r2) · · · φ̃(tN , ~rN)|0〉 = 〈0|φ(t1, ~r1)φ(t2, ~r2) · · ·φ(tN , ~rN)|0〉+O(ε2)
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〈0|φ̃(t1, ~r1)φ̃(t2, ~r2) · · · φ̃(tN , ~rN)|0〉 = 〈0|φ(t1, ~r1)φ(t2, ~r2) · · ·φ(tN , ~rN)|0〉+O(ε2)

This has been proved for infinitesimal transformation.

However finite transformations can be built in K steps of size ε with ε ∼ 1/K

At each step we make an error of at most of order ε2

Net error ∼ ε2K ∼ 1/K

→ 0 as K →∞

Conclusion:

〈0|φ̃(t1, ~r1)φ̃(t2, ~r2) · · · φ̃(tN , ~rN)|0〉 = 〈0|φ(t1, ~r1)φ(t2, ~r2) · · ·φ(tN , ~rN)|0〉

for finite transformation.

Note: This is a consequence of symmetry and holds irrespective of the form of
the action.
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Example:

1. Translation symmetry: φ̃(x) = φ(x+ a)

a = (a0, a1, a2, a3): arbitrary constant 4-vector

Therefore:

〈0|φ(x1 + a)φ(x2 + a) · · ·φ(xN + a)|0〉 = 〈0|φ(x1)φ(x2) · · ·φ(xN)|0〉

This means that 〈0|φ(x1)φ(x2) · · ·φ(xN)|0〉 is a function of only the differences

x2 − x1, x3 − x1, · · · , xN − x1

2. Lorentz invariance: φ̃(x) = φ(Λx)

〈0|φ(Λx1)φ(Λx2) · · ·φ(ΛxN)|0〉 = 〈0|φ(x1)φ(x2) · · ·φ(xN)|0〉

Special case: N = 2

Translation invariance:

〈0|φ(x1)φ(x2)|0〉 = f(x1 − x2)

Lorentz invariance: f(x1 − x2) is a function of

(x1 − x2)
2 = ηµν(x

µ
1 − x

µ
2)(xν1 − xν2) = −(t1 − t2)2 + (~r1 − ~r2)

2

122



Some definitions:

Two space-time points x1 and x2 are outside each others light-cone if

(x1− x2)
2 > 0 ⇔ −(t1− t2)2 + (~r1− ~r2)

2 > 0 ⇔ (~r1− ~r2)
2 > (t1− t2)2

In this case it is possible to find a Lorentz transformation such that

x′1 = Λx1, x′2 = Λx2, t′1 = t′2

Note: t′1, t
′
2 are the time components of x′1, x

′
2

A consequence: Commutator of fields vanish outside the light-cone

〈0|[φ(x1), φ(x2)]φ(x3) · · ·φ(xN)|0〉 = 0 if (x1 − x2)
2 > 0

Proof:

There is a Lorentz transformation Λ such that

x′1 = Λx1, x′2 = Λx2, t′1 = t′2

On the other hand

〈0|[φ(x1), φ(x2)]φ(x3) · · ·φ(xN)|0〉 = 〈0|[φ(Λx1), φ(Λx2)]φ(Λx3) · · ·φ(ΛxN)|0〉

= 〈0|[φ(x′1), φ(x′2)]φ(x′3) · · ·φ(x′N)|0〉

[φ(x′1), φ(x′2)] = [φ(t′1, ~r
′
1), φ(t′2, ~r

′
2)] = [φ(t′1, ~r

′
1), φ(t′1, ~r

′
2)]

since t′1 = t′2

But the equal time commutator [φ(t′1, ~r
′
1), φ(t′1, ~r

′
2)] vanishes

⇒ 〈0|[φ(x1), φ(x2)]φ(x3) · · ·φ(xN)|0〉 = 0 if (x1 − x2)
2 > 0

This is true even if one or both of the φ’s were Π since ~r ′1 6= ~r ′2
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15 Discrete symmetries

Discrete symmetries:

In this case there is no Noether theorem.

Nevertheless we still have consequences in the quantum theory.

We shall work in the Hamiltonian formalism from the beginning.

Suppose the discrete symmetry takes the form

φr(x)→ φ̃r(x), Πr(x)→ Π̃r(x), H[{φ̃r}, {Π̃r}] = H[{φr}, {Πr}] .

Let us further suppose that

{φ̃r(t, ~r), Π̃s(t, ~r
′)}PB = δrs δ

(3)(~r − ~r ′)

Then in the quantum theory, we shall have

[φ̃r(t, ~r), Π̃s(t, ~r
′)] = i δrs δ

(3)(~r − ~r ′)

Let us work at t = 0.

In this case we can define a unitary operator U in the quantum theory that
satisfies:

U φr(x)U−1 = φ̃r(x), U Πr(x)U−1 = Π̃r(x)

Since all the states are created by combinations of {φr} and {Πr} acting on
|0〉, this defines U in terms of U |0〉
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We now need to check internal consistency

– e.g. by applying U on |0〉 and [a, a†]|0〉 we should get the same result.

Since all commutation relations of this type arise from φ-Π commutation rela-
tions, we test the consistency of

U φr(x)U−1 = φ̃r(x), U Πr(x)U−1 = Π̃r(x)

with the φ-Π commutation relation.

We use:
U A1 · · ·AN U

−1 = U A1U
−1 · · ·U AN U

−1

[φ̃r(t, ~r), Π̃s(t, ~r
′)] = [Uφr(t, ~r)U

−1, U Πs(t, ~r
′)U−1] = U [φr(t, ~r),Πs(t, ~r

′)]U−1

l.h.s. = i δrs δ
(3)(~r − ~r ′), r.h.s. = i δrs δ

(3)(~r − ~r ′)U U−1 = i δrs δ
(3)(~r − ~r ′)

Therefore
U φr(x)U−1 = φ̃r(x), U Πr(x)U−1 = Π̃r(x)

is consistent with the φ-Π commutation relation.
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Since H is given as a functional of {φr} and {Πr}, we have:

U H[{φr}, {Πr}]U−1 = H[[{U φrU−1}, {U ΠrU
−1}] = H[{φ̃r}, {Π̃r}] = H[{φr}, {Πr}]

Note: For simplifying notation, we have dropped the ‘hat’ from H even though
this is a quantum operator.

Therefore
U H = H U

⇒ U is time independent.

This implies that

U φr(x)U−1 = φ̃r(x), U Πr(x)U−1 = Π̃r(x)

holds for all t, not just at t = 0.
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Now suppose that the ground state is an eigenstate of U and U−1 = U †.

U †|0〉 = eiα|0〉, 〈0|U = e−iα〈0|

Then

〈0|φ̃(t1, ~r1)φ̃(t2, ~r2) · · · φ̃(tN , ~rN)|0〉 = 〈0|U φ(t1, ~r1)U
−1Uφ(t2, ~r2)U

−1 · · · |0〉

= 〈0|U φ(t1, ~r1)φ(t2, ~r2) · · ·φ(tN , ~rN)U †|0〉 = 〈0|φ(t1, ~r1)φ(t2, ~r2) · · ·φ(tN , ~rN)|0〉

– similar to what we had in the case of continuous symmetry.

If the ground state is not an eigenstate of U and U †, then there is no such
relation

– we say that the symmetry is spontaneously broken.
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Examples of discrete symmetry:

Parity: φ̃(t, ~r) = φ(t,−~r)

Internal symmetry: φ̃(t, ~r) = −φ(t, ~r)

– does not change the argument of φ.
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An exception: Time reversal symmetry

φ̃r(t, ~r) = φr(−t, ~r), L({φ̃r}, {∂µφ̃r}) = L({φr(t′, ~r)}, {∂′µφr(t′, ~r)}), t′ = −t

More general transformation involving some matrix acting on φr is possible,
but the results we shall describe will not change.

∂tφ̃r(t, ~r) = ∂tφr(−t, ~r) = −∂′tφr(t′, ~r)

Π̃r(t, ~r) =
∂L

∂(∂tφ̃r(t, ~r))
= − ∂L

∂(∂′tφr(t
′, ~r))

= −Πr(t
′, ~r) = −Πr(−t, ~r)

Ex. Using

H =

∫
d3r

[
n∑
r=1

∂tφr(t, ~r) Πr(t, ~r)− L

]
show that

H[{φ̃r}, {Π̃r}] = H[{φr}, {Πr}]

Now we have a problem.

{φ̃r(t, ~r), Π̃s(t, ~r
′)}PB = {φr(−t, ~r),−Πs(−t, ~r ′)}PB = − δ(3)(~r − ~r ′)

In quantum theory:

[φr(t, ~r),Πs(t, ~r
′)] = i δ(3)(~r − ~r ′), [φ̃r(t, ~r), Π̃s(t, ~r

′)] = −i δ(3)(~r − ~r ′)

This means that there cannot be a unitary operator U such that:

U φr(x)U−1 = φ̃r(x), U Πr(x)U−1 = Π̃r(x)

since this will give

[φ̃r(t, ~r), Π̃s(t, ~r
′)] = [Uφr(t, ~r)U

−1, UΠs(t, ~r
′)U−1]

= U [φr(t, ~r),Πs(t, ~r
′)]U−1 = U i δrs δ

(3)(~r − ~r ′)U−1 = i δrs δ
(3)(~r − ~r ′)

129



Solution: Take U to be an anti-unitary operator.

If in a given basis {|α〉}, we have a state:

|A〉 =
∑
α

Aα|α〉

then,
U |A〉 =

∑
α,β

A∗αWαβ|β〉

W : A unitary matrix

Crucial new ingredient: Aα → A∗α

For a complex number c, this gives

Uc|A〉 = U
∑
α

cAα|α〉 =
∑
α,β

c∗A∗αWαβ|β〉 = c∗ U |A〉

Since this is true for any state |A〉, we have

U c = c∗ U ⇒ U cU−1 = c∗

Therefore it is consistent to introduce an anti-unitary operator such that

U φr(x)U−1 = φ̃r(x), U Πr(x)U−1 = Π̃r(x)

since this will give

[φ̃r(t, ~r), Π̃s(t, ~r
′)] = [Uφr(t, ~r)U

−1, U Πs(t, ~r
′)U−1]

= U [φr(t, ~r),Πs(t, ~r
′)]U−1 = U i δrs δ

(3)(~r − ~r ′)U−1 = −i δrs δ(3)(~r − ~r ′)

reproducing the correct commutator.

From this we can work out the consequence of time reversal symmetry as before.
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16 Green’s functions in Klein-Gordon theory

Goal: Develop tools for calculating matrix elements in K-G theory

We define
∆+(x1, x2) = 〈0|φ(x1)φ(x2)|0〉

We can calculate this by expressing φ(x) in terms of a(t, ~p) and a(t, ~p)†.

For this we recall some relations derived earlier:

φ(t, ~r) =
1

(2π)3/2

∫
d3p φ̃(t, ~p) ei~p.~r, Π(t, ~r) =

1

(2π)3/2

∫
d3p Π̃(t, ~p) ei~p.~r,

E~p =
√
~p 2 +m2

a(t, ~p) =
1√
2

(
E

1/2
~p φ̃(t, ~p) + i E

−1/2
~p Π̃(t, ~p)

)
a(t, ~p)† =

1√
2

(
E

1/2
~p φ̃(t,−~p)− i E−1/2

~p Π̃(t,−~p)
)

[a(t, ~p), a(t, ~p ′)] = 0, [a(t, ~p)†, a(t, ~p ′)†] = 0, [a(t, ~p), a(t, ~p ′)†] = δ(3)(~p−~p ′)
[H, a(t, ~p)] = −E~p a(t, ~p), [H, a(t, ~p)†] = E~p a(t, ~p)†

da(t, ~p)

dt
= i[H, a(t, ~p)] = −i E~p a(t, ~p) ⇒ a(t, ~p) = e−i E~pt a(0, ~p)

a(t, ~p)† = ei E~pta(0, ~p)†

⇒ φ̃(t, ~p) =
1√
2E~p

(a(t, ~p)+a(t,−~p)†) =
1√
2E~p

(e−i E~pt a(0, ~p)+ei E~pta(0,−~p)†)
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φ̃(t, ~p) =
1√
2E~p

(e−i E~pt a(0, ~p) + ei E~pta(0,−~p)†)

⇒ φ(t, ~r) =
1

(2π)3/2

∫
d3p φ̃(t, ~p) ei~p.~r =

1

(2π)3/2

∫
d3p ei~p.~r

1√
2E~p

(e−i E~pt a(0, ~p)+ei E~pta(0,−~p)†)

We substitute this into the expression for ∆+(x1, x2)

∆+(x1, x2) =
1

(2π)3

∫
d3p1 d

3p2 e
i~p1.~r1+i~p2.~r2

1

2
√
E~p1

E~p2

〈0|(e−i E~p1t1 a(0, ~p1) + ei E~p1t1a(0,−~p1)
†)(e−i E~p2t2 a(0, ~p2) + ei E~p2t2a(0,−~p2)

†)|0〉

Only the a(0, ~p1)a(0,−~p2)
† term contributes, producing δ(3)(~p1 + ~p2)

Result (calling ~p1 as ~p):

∆+(x1, x2) =
1

(2π)3

∫
d3p

1

2E~p
ei~p.(~r1−~r2) e−i E~p (t1−t2)
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∆+(x1, x2) =
1

(2π)3

∫
d3p

1

2E~p
ei~p.(~r1−~r2) e−i E~p (t1−t2)

Claim: This can be written as

∆+(x1, x2) =
1

(2π)3

∫
d3p dp0 δ((p0)2 − ~p 2 −m2)H(p0) ei~p.(~r1−~r2)−i p0(t1−t2)

Do the integration over p0 using the delta function

– gives contribution from p0 = ±
√
~p2 +m2 = ±E~p

The Heaviside function picks the contribution only from p0 = E~p

Using δ(f(x)) = δ(x− x0)/|f ′(x0)| if f(x0) = 0, we get the 1/(2E~p) factor.

∆+(x1, x2) =
1

(2π)4

∫
d4p ∆̃(p) eip.(x1−x2), p = (p0, ~p),

∆̃(p) = 2π δ(−p2 −m2)H(p0)

a.b = ηµν a
µ bν = −a0b0 + ~a.~b
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Now we shall check Lorentz invariance of ∆+(x1, x2)

∆+(Λx1,Λx2) =
1

(2π)4

∫
d4p ∆̃(p) eip.Λ(x1−x2)

Define p′ = Λ−1p so that p = Λp′

We have d4p = d4p′ and

p.Λ(x1 − x2) = Λp′.Λ(x1 − x2) = p′.(x1 − x2)

since

Λp′.Λ(x1 − x2) = ηµν Λµ
ρ p
′ρ Λν

σ (x1 − x2)
σ = ηρσ p

′ρ (x1 − x2)
σ = p′.(x1 − x2)

This gives

∆+(Λx1,Λx2) =
1

(2π)4

∫
d4p′ ∆̃(p) eiΛp

′.Λ(x1−x2) =
1

(2π)4

∫
d4p′ ∆̃(p) eip

′.(x1−x2)

We now use:

∆̃(p) = 2π δ(−p2 −m2)H(p0) = 2π δ(−p′ 2 −m2)H(p′ 0) = ∆̃(p′)

Note: In general H(p0) 6= H(p′ 0), but when p2 +m2 = 0, i.e. p0 = ±
√
~p2 +m2,

a Lorentz transformation connected to identity cannot change the sign of p0.

H(p0) = H(p′ 0) for time-like vector p.

This gives

∆+(Λx1,Λx2) =
1

(2π)4

∫
d4p′ ∆̃(p′) eip

′.(x1−x2) =
1

(2π)4

∫
d4p ∆̃(p) eip.(x1−x2) = ∆+(x1, x2)
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Some other definitions:

∆(x1, x2) = 〈0|[φ(x1), φ(x2)]|0〉 = ∆+(x1, x2)−∆+(x2, x1)

Using the expression for ∆(x1, x2), we get

∆(x1, x2) =
1

(2π)3

∫
d4p δ(−p2 −m2)H(p0)

{
eip.(x1−x2) − e−ip.(x1−x2)

}
.

Ex. Show that this vanishes for (x1 − x2)
2 > 0

Definition: Time ordered product

T (φ(x1)φ(x2) · · ·φ(xn)) = φ(xi1)φ(xi2) · · ·φ(xin)

(i1, · · · , in): A specific permutation of 1, 2, · · · , n such that

x0
i1
≥ x0

i2
≥ x0

i3
≥ · · · ≥ x0

in

We arrange the φ’s so that their time arguments increase as we move from right
to left.

Example:

T (φ(x1)φ(x2)) = H(x0
1 − x0

2)φ(x1)φ(x2) +H(x0
2 − x0

1)φ(x2)φ(x1)

We now define:

∆F (x1, x2) = 〈0|T (φ(x1)φ(x2))|0〉 = H(x0
1−x0

2) ∆+(x1, x2)+H(x0
2−x0

1) ∆+(x2, x1)

Note:
∆F (x1, x2) = ∆F (x2, x1)
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Ex. Show that:

∆F (x1, x2) =
1

(2π)4

∫
d4p ∆̃F (p) eip.(x1−x2), p = (p0, ~p),

∆̃F (p) =
i

−p2 −m2 + iε

ε: a small positive number, to be taken to 0 at the end

Hint: Do the p0 integral∫ ∞
−∞

dp0e−ip
0 (x0

1−x0
2) i

(p0)2 − ~p2 −m2 + iε

using residue formula.

Note: Depending on the sign of x0
1 − x0

2 we need to close the contour in upper
or lower half plane so that the contribution to the integral from part of the
contour at ∞ vanishes.
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Differential equations:

Define
� = ηµν ∂µ ∂ν = −∂2

0 + ~∇2

Then K-G equation takes the form:

(�−m2)φ = 0

This gives:

(�1−m2) ∆+(x1, x2) = (�1−m2) 〈0|φ(x1)φ(x2)|0〉 = 〈0|(�1−m2)φ(x1)φ(x2)|0〉 = 0

Ex. Using the expression for ∆+(x1, x2), verify that (�1−m2) ∆+(x1, x2) =
0.

Similarly (�2 −m2) ∆+(x1, x2) = 0.
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Next consider:

(�1 −m2) ∆F (x1, x2)

=

{
− ∂2

∂(x0
1)

2
+~∇2

1 −m2

}{
H(x0

1 − x0
2) ∆+(x1, x2) +H(x0

2 − x0
1) ∆+(x2, x1)

}

The ~∇2
1 −m2 acts only on ∆+(x1, x2) or ∆+(x2, x1)

Use:

∂

∂x0
1

H(x0
1 − x0

2) = δ(x0
1 − x0

2),
∂

∂x0
1

H(x0
2 − x0

1) = −δ(x0
1 − x0

2)

This gives

− ∂2

∂(x0
1)

2

{
H(x0

1 − x0
2) ∆+(x1, x2) +H(x0

2 − x0
1) ∆+(x2, x1)

}
= − ∂

∂x0
1

[
δ(x0

1 − x0
2) {∆+(x1, x2)−∆+(x2, x1)}

+H(x0
1 − x0

2)
∂

∂x0
1

∆+(x1, x2) +H(x0
2 − x0

1)
∂

∂x0
1

∆+(x2, x1)
]

The red term vanishes since for x0
1 = x0

2, φ(x1)φ(x2) = φ(x2)φ(x1)

We get,

−H(x0
1 − x0

2)
∂2

∂(x0
1)

2
∆+(x1, x2) +H(x0

2 − x0
1)

∂2

∂(x0
1)

2
∆+(x2, x1)

−δ(x0
1 − x0

2)
∂

∂x0
1

∆+(x1, x2) + δ(x0
2 − x0

1)
∂

∂x0
1

∆+(x2, x1)

The blue term combines with the ~∇2
1−m2 terms to give �2

1−m2 and vanishes
on ∆+(x1, x2) or ∆+(x2, x1).
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The left-over equation:

(�1 −m2) ∆F (x1, x2) = −δ(x0
1 − x0

2)
∂

∂x0
1

∆+(x1, x2) + δ(x0
2 − x0

1)
∂

∂x0
1

∆+(x2, x1)

= δ(x0
1 − x0

2) 〈0|{−φ̇(x1)φ(x2) + φ(x2) φ̇(x1)}|0〉

= δ(x0
1 − x0

2) 〈0|[φ(x2),Π(x1)]|0〉 = δ(x0
1 − x0

2) δ
(3)(~r1 − ~r2)

= δ(4)(x1 − x2)

Ex. Verify this using the explicit form of ∆F (x1, x2).
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17 Anti-unitary operators, Feynman diagrams, compos-

ite operators

Some comments on anti-unitary operator:

If U is a unitary operator, then given two states |C〉, |B〉, we have

〈C|U |B〉 = 〈U †C|B〉 = 〈U−1C|B〉

Note: 〈U−1C| is by definition the conjugate of the state U−1|C〉.

Claim: If U is a anti-unitary operator, then

〈C|U |B〉 = 〈U−1C|B〉∗

To prove this we need to study some properties of U−1.

Let us expand the states in some orthonormal basis {|α〉}:

|B〉 =
∑
α

Bα |α〉, |C〉 =
∑
α

Cα |α〉, U−1|C〉 = |A〉 =
∑
α

Aα|α〉

Then ∑
β

Cβ |β〉 = |C〉 = U |A〉 =
∑
α,β

A∗αWαβ |β〉, WW † = I

⇒ Cβ =
∑
α

A∗αWαβ ⇒ Aα =
∑
β

(CβW
−1
βα )∗ =

∑
β

C∗β(W †
βα)∗ =

∑
β

C∗βWαβ

Then

lhs = 〈C|U |B〉 =
∑
γ

C∗γ〈γ|
∑
α,β

B∗αWαβ|β〉 =
∑
γ

∑
α,β

C∗γB
∗
αWαβ δβγ =

∑
α,β

C∗βB
∗
αWαβ

rhs = 〈A|B〉∗ =
∑
α

AαB
∗
α =

∑
α,β

C∗βWαβB
∗
α = lhs
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Consequences for time reversal invariance:

Let U be the time reversal operator:

U φ(x)U−1 = φ̃(x), φ̃(t, ~r) = φ(−t, ~r)

Then

〈0|φ̃(x1) · · · φ̃(xn)|0〉 = 〈0|Uφ(x1)U
−1 · · ·Uφ(xn)U

−1|0〉
= 〈0|Uφ(x1) · · ·φ(xn)U

−1|0〉 = 〈U−10|φ(x1) · · ·φ(xn)U
−1|0〉∗

Suppose U−1|0〉 = eiα|0〉 ⇒ 〈U−10| = e−iα〈0|

This gives:
〈0|φ̃(x1) · · · φ̃(xn)|0〉 = 〈0|φ(x1) · · ·φ(xn)|0〉∗

For ∆+(x1, x2) = 〈0|φ(x1)φ(x2)|0〉, this gives

∆+(−t1, ~r1,−t2, ~r2) = ∆+(t1, ~r1, t2, ~r2)
∗

We shall now verify this using the explicit form of ∆+, but first we shall try to
deal with the possible divergences.
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Divergences:

∆+(x1, x2) =
1

(2π)3

∫
d3p

1

2E~p
ei~p.(~r1−~r2) e−i E~p (t1−t2)

The integral over ~p is not absolutely convergent.

If we replace the integrand by its absolute value, we get

1

(2π)3

∫
d3p

1

2E~p

For large |~p| it takes the form

1

(2π)3

∫ ∞
0

4π p2 dp
1

2p
= (2π)−2

∫ ∞
0

p dp

– diverges from large p region.

We try to define the integral via suitable analytic continuation.

Consider the integral

1

(2π)3

∫
d3p

1

2E~p
ei~p.(~r1−~r2) e−i E~p (t1−t2−i ε)

The ε dependent factor gives a damping e−εE~p and makes the integral converge.

Take ε→ 0+ limit after evaluating the integral

We need to check whether we get a finite result in this limit.
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1

(2π)3

∫
d3p

1

2E~p
ei~p.(~r1−~r2) e−i E~p (t1−t2−i ε)

Let θ be the angle between ~p and (~r1 − ~r2) and define p = |~p|.

Then the integral may be written as

1

(2π)3

∫
p2 dp sin θ dθ dφ

1

2E~p
eip |~r1−~r2| cos θ−i E~p (t1−t2−i ε)

In the large p region where divergences may appear, we can replace E~p by p.

1

(2π)3
2π

∫ π

0

dθ sin θ

∫ ∞
0

p2 dp
1

2 p
eipa−εp, a = |~r1 − ~r2| cos θ − (t1 − t2)

Now we have∫ ∞
0

dp p ei a p−εp = i−1 d

da

∫ ∞
0

dp ei a p−εp = i−1 d

da

(
1

ia− ε
ei a p−εp

∣∣∣p=∞
p=0

)
= i−1 d

da

1

ε− ia
= − 1

(a+ iε)2

Defining u = cos θ, we can write the original expression as

1

(2π)2

∫ 1

−1

du
1

2

(
− 1

(|~r1 − ~r2|u− (t1 − t2) + iε)2

)
=

1

8π2|~r1 − ~r2|

[
1

|~r1 − ~r2| − (t1 − t2) + iε
+

1

|~r1 − ~r2|+ (t1 − t2)− iε

]

– this is finite as ε→ 0 except for t1 − t2 = ±|~r1 − ~r2|, i.e. for (x1 − x2)
2 6= 0

Since ∆F is given in terms of ∆+, ∆F (x1, x2) also diverges for (x1 − x2)
2 = 0,

but is otherwise finite.
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Time reversal invariance:

The properly defined expression for ∆+(x1, x2) is:

∆+(x1, x2) =
1

(2π)3

∫
d3p

1

2E~p
ei~p.(~r1−~r2) e−i E~p (t1−t2−i ε)

Manifest Lorentz invariant form

∆+(x1, x2) =
1

(2π)3

∫
d3p dp0 δ((p0)2 − ~p 2 −m2)H(p0) ei~p.(~r1−~r2)−i p0(t1−t2−iε)

We now need to check if

∆+(t1, ~r1, t2, ~r2) = ∆+(−t1, ~r1,−t2, ~r2)
∗

We get

∆+(−t1, ~r1,−t2, ~r2)
∗

=
1

(2π)3

∫
d3p dp0 δ((p0)2 − ~p 2 −m2)H(p0) e−i~p.(~r1−~r2)+i p0(−t1+t2+iε)

Note that we have replaced all the i’s by −i and replaced t1, t2 by −t1,−t2.

We can now redefine ~p as −~p, and do some minor algebra in the exponent to
write this as:

∆+(−t1, ~r1,−t2, ~r2)
∗

=
1

(2π)3

∫
d3p dp0 δ((p0)2 − ~p 2 −m2)H(p0) ei~p.(~r1−~r2)−i p0(t1−t2−iε)

= ∆+(t1, ~r1, t2, ~r2)

This establishes the desired relation.
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Next we shall compute:

G(x1, x2, · · · , x2n) = 〈0|T (φ(x1)φ(x2) · · ·φ(x2n))|0〉

Recall that the result vanishes for odd number of φ’s due to the φ → −φ
symmetry.

It follows from the definition of time ordering that:

G(x1, x2, · · · , x2n) = 〈0|φ(xi1)φ(xi2) · · ·φ(xi2n)|0〉

(i1, · · · , i2n): A specific permutation of 1, 2, · · · , 2n such that

x0
i1
≥ x0

i2
≥ x0

i3
≥ · · · ≥ x0

i2n

To compute this we write each φ(x) in terms of φ̃(p) and express this as sum
of a and a†.

We then move the a’s to the right, picking up commutators with the a†’s.

The results can be expressed in terms of ∆+’s.

Consider first G(x1, x2, x3, x4)

If we pick the commutator between the a of φ(xi1) and a† of φ(xi2), and the a
of φ(xi3) and a† of φ(xi4), we get a factor of ∆+(xi1, xi2)∆+(xi3, xi4).

Net result:

∆+(xi1, xi2)∆+(xi3, xi4) + ∆+(xi1, xi3)∆+(xi2, xi4) + ∆+(xi1, xi4)∆+(xi2, xi3)

Ex. Check this by doing this calculation carefully.
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〈0|T (φ(x1)φ(x2)φ(x3)φ(x4))|0〉

= ∆+(xi1, xi2)∆+(xi3, xi4) + ∆+(xi1, xi3)∆+(xi2, xi4) + ∆+(xi1, xi4)∆+(xi2, xi3)

In this form, in order to evaluate the r.h.s. we need to know the ordering of
x0

1, x
0
2, x

0
3, x

0
4.

However, using the fact:

x0
i1
≥ x0

i2
≥ x0

i3
≥ · · · ≥ x0

i2n

we can write the equation as

〈0|T (φ(x1)φ(x2)φ(x3)φ(x4)))|0〉

= ∆F (xi1, xi2) ∆F (xi3, xi4) + ∆F (xi1, xi3) ∆F (xi2, xi4) + ∆F (xi1, xi4) ∆F (xi2, xi3)

= ∆F (x1, x2) ∆F (x3, x4) + ∆F (x1, x3) ∆F (x2, x4) + ∆F (x1, x4) ∆F (x2, x3)

– valid for any ordering of x0
1, x

0
2, x

0
3, x

0
4.

General result: Wick’s theorem

〈0|T (φ(x1)φ(x2) · · ·φ(x2n))|0〉

= ∆F (x1, x2) ∆F (x3, x4) · · ·∆F (x2n−1, x2n) + all inequivalent pairings

Ex. Try to convince yourself of this result.

(can use method of induction)
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Diagrammatic representation: Label every φ(x) by a × with a short line coming
out.

Join the 2n such ×’s in pairs by lines.

A line connecting x and y represents ∆F (x, y).

Final answer: Sum of the contribution from all the diagrams.

× ×

× ×

×

×

×

×

×

×

×

×

1 3

2 4

1

2

3

4

1

2

3

4

++

represents G(x1, x2, x3, x4).

The lines, representing factors of ∆F (x, y) are called propagators

Number of diagrams for G(x1, · · · , x2n):

(2n− 1)(2n− 3) · · · 1 =
(2n)!

(2n)(2n− 2) · · · 2
=

(2n)!

2nn!

Each diagram has n propagators.

These are called Feynman diagrams.
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Composite operators:

φ(x)2, φ(x)3, φ(x)∂µφ(x) ∂νφ(x)

etc.

However, matrix elements involving these operators are divergent, e.g.,

〈0|T (φ(x1)φ(x2)φ(x)2)|0〉
= ∆F (x1, x2) ∆F (x, x) + ∆F (x1, x) ∆F (x2, x) + ∆F (x1, x) ∆F (x2, x)

– diverges since ∆F (x, x) =∞

Remedy: Define ‘normal ordered operator’

: φ(x)2 := lim
y→x
{T (φ(x)φ(y))−∆F (x, y)}

Then

〈0|T (φ(x1)φ(x2) : φ(x)2 :)|0〉
= lim

y→x
〈0|{T (φ(x1)φ(x2)φ(x)φ(y))− T (φ(x1)φ(x2))∆F (x, y)}|0〉

= lim
y→x
{∆F (x1, x2)∆F (x, y) + ∆F (x1, x)∆F (x2, y) + ∆F (x1, y)∆F (x2, x)

−∆F (x1, x2)∆F (x, y)}
= 2 ∆F (x1, x)∆F (x2, x) .

Effectively in the definition of : φ(x)2 : we move all the a’s to the right of all
the a†’s.

For more complicated operators, the terms we subtract get more complicated.

148



Feynman diagram: Represent : φ(x)2 : by a × with two short lines coming out.

In a given Green’s function join pairs of short lines by propagators till no short
line is left exposed.

Normal ordering: Never connect short lines coming out of the same × to each
other by a propagator

e.g. the Feynman diagram for 〈0|T (φ(x1)φ(x2) : φ(x)2 :)|0〉:

×

×

×

x

x1

x2

×

×

×

x1

x2

x

Result: 2 ∆F (x, x1) ∆F (x, x2)

The factor of 2 comes from the fact that x1 can be connected to any of the two
lines coming out of x, and then x2 is connected to the other line

– known as combinatoric factor

Once we use the rule of ‘no connection between lines out of the same point’,
we do not need to keep track of all the terms that we need to subtract in the
definition of the normal ordering.

Ex. Draw Feynman diagrams and compute

〈0|T (: φ(x1)
2 : : φ(x2)

2 : : φ(x3)
2 :)|0〉, 〈0|T (: φ(x1)

4 : : φ(x2)
4 :)|0〉

〈0|T (: φ(x1)
2 : : φ(x2)

2 : φ(x3)φ(x4))|0〉
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18 Interacting scalar field theory

So far we have been dealing with Klein-Gordon theory

– the action is quadratic in φ

This class of theories are known as free theories

– no mutual interaction between the particles

Now we shall consider an action:

S =

∫
dt L =

∫
dt

∫
d3r

[
1

2
(∂tφ)2 − 1

2
(~∇φ)2 − 1

2
m2φ2 − λ

4!
φ4

]

λ is a constant, 4! is just a convention

Ex. The extra term is Lorentz invariant

We have

Π(t, ~r) =
δL

δφ̇(t, ~r)
= ∂tφ(t, ~r)

H =

∫
d3rΠ(t, ~r)φ̇(t, ~r)−L =

∫
d3r

[
1

2
Π(t, ~r)2 +

1

2
(~∇φ(t, ~r))2 +

1

2
m2 φ(t, ~r)2 +

λ

4!
φ(t, ~r)4

]
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Observables:
〈Ω|φ(x1) · · ·φ(xn)|Ω〉

|Ω〉: The ground state of H which will be called the vacuum

Relation of these to physically measurable quantities depends on the problem
where we apply this, e.g. we have different ways to use this in

1. Particle physics

2. Cosmology

3. Condensed matter physics

We shall focus on particle physics viewpoint, where we mostly need

G(x1, · · · , xn) = 〈Ω|T (φ(x1) · · ·φ(xn))|Ω〉

This is what we shall focus on.
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H =

∫
d3r

[
1

2
Π(t, ~r)2 +

1

2
(~∇φ(t, ~r))2 +

1

2
m2 φ(t, ~r)2 +

λ

4!
φ(t, ~r)4

]
We cannot solve the theory exactly.

Instead we shall analyze it by assuming that λ is small and using perturbation
theory.

Write H as
Hfree +Hint

Hfree =

∫
d3r

[
1

2
Π(t, ~r)2 +

1

2
(~∇φ(t, ~r))2 +

1

2
m2 φ(t, ~r)2

]
Hint =

λ

4!

∫
d3rφ(t, ~r)4

Note: H is conserved, but neither Hfree nor Hint is separately conserved.

Choose some fixed time t0 and define

H0 = Hfree(t0)

Define interaction picture field operators:

φI(t, ~r) = eiH0(t−t0) φ(t0, ~r)e
−iH0(t−t0), ΠI(t, ~r) = eiH0(t−t0) Π(t0, ~r)e

−iH0(t−t0)
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φI(t, ~r) = eiH0(t−t0) φ(t0, ~r)e
−iH0(t−t0), ΠI(t, ~r) = eiH0(t−t0) Π(t0, ~r)e

−iH0(t−t0),

Now,

H0 = Hfree(t0) =

∫
d3r

[
1

2
Π(t0, ~r)

2 +
1

2
(~∇φ(t0, ~r))

2 +
1

2
m2 φ(t0, ~r)

2

]
We can write

H0 = eiH0(t−t0)H0 e
−iH0(t−t0) =

∫
d3r

[
1

2
ΠI(t, ~r)

2 +
1

2
(~∇φI(t, ~r))2 +

1

2
m2 φI(t, ~r)

2

]
Ex. Check that

[φI(t, ~r),ΠI(t, ~r
′)] = i δ(3)(~r−~r ′), [φI(t, ~r), φI(t, ~r

′)] = 0, [ΠI(t, ~r),ΠI(t, ~r
′)] = 0

∂φI(t, ~r)

∂t
= i[H0, φI(t, ~r)],

∂ΠI(t, ~r)

∂t
= i[H0,ΠI(t, ~r)]

Therefore, if |0〉 is the ground state of H0, then

〈0|T (φI(x1) · · ·φI(x2n))|0〉

are given by the free field results we have learned to compute

∆F (x1, x2) ∆F (x3, x4) · · ·∆F (x2n−1, x2n) + all inequivalent pairings

Goal: Express 〈Ω|T (φ(x1) · · ·φ(xn))|Ω〉 in terms of 〈0|T (φI(x1) · · ·φI(x2m))|0〉

– need to express φ(x) and |Ω〉 in terms of φI(x) and |0〉.
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φI(t, ~r) = eiH0(t−t0) φ(t0, ~r)e
−iH0(t−t0), ΠI(t, ~r) = eiH0(t−t0) Π(t0, ~r)e

−iH0(t−t0),

φ(t, ~r) = eiH(t−t0) φ(t0, ~r)e
−iH(t−t0), Π(t, ~r) = eiH(t−t0) Π(t0, ~r)e

−iH(t−t0),

– follows from Heisenberg equations of motion:

∂φ(t, ~r)

∂t
= i[H,φ(t, ~r)],

∂Π(t, ~r)

∂t
= i[H,Π(t, ~r)]

Define:

U(t) = eiH0(t−t0) e−iH(t−t0) ⇒ U(t)−1 = eiH(t−t0) e−iH0(t−t0)

Then

U(t)−1φI(t, ~r)U(t) = φ(t, ~r), U(t)−1ΠI(t, ~r)U(t) = Π(t, ~r)

Define

U(t, t′) = U(t)U(t′)−1 = eiH0(t−t0) e−iH(t−t0) eiH(t′−t0) e−iH0(t′−t0)

Let us suppose
x0
i1
≥ x0

i2
≥ · · · ≥ x0

in

Then

〈Ω|T (φ(x1) · · ·φ(xn))|Ω〉 = 〈Ω|φ(xi1) · · ·φ(xin)|Ω〉

= 〈Ω|U(ti1)
−1φI(xi1)U(ti1)U(ti2)

−1φI(xi2)U(ti2)
−1 · · ·U(tin)

−1φI(xin)U(tin|Ω〉

= 〈Ω|U(ti1)
−1φI(xi1)U(ti1, ti2)φI(xi2)U(ti2, ti3) · · ·U(tin−1

, tin)φI(xin)U(tin)|Ω〉

We shall now try to relate |Ω〉 and |0〉
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Goal: Relate |Ω〉 to |0〉

Let |n〉′ denote the basis of eigenstates of H with eigenvalue En.

Then
|0〉 =

∑
n

|n〉′ ′〈n|0〉

e−iH (T (1−iε)+t0)|0〉 =
∑
n

e−iH (T (1−iε)+t0)|n〉′ ′〈n|0〉 =
∑
n

e−iEn (T (1−iε)+t0)|n〉′ ′〈n|0〉

e−iEn (T (1−iε)+t0) = e−iEn (T +t0)−εEn T

In the T → ∞ limit the contribution from the ground state |Ω〉 dominates all
other contributions.

Therefore, as T → ∞,

e−iH (T (1−iε)+t0)|0〉 = e−iEΩ (T +t0)−εEΩ T |Ω〉〈Ω|0〉

Recall
U(t)−1 = eiH(t−t0) e−iH0(t−t0)

U(−T (1− iε))−1|0〉 = e−iH (T (1−iε)+t0)eiH0(T (1−iε)+t0)|0〉 = e−iH (T (1−iε)+t0)|0〉

= e−iEΩ (T +t0)−εEΩ T |Ω〉〈Ω|0〉 = N1 |Ω〉

N1 = e−iEΩ (T +t0)−εEΩ T 〈Ω|0〉
Ex. Similarly, using

〈0| =
∑
n

〈0|n〉′ ′〈n|

we get

〈0|U(T (1− iε)) = N2 〈Ω|, N2 = e−iEΩ (T −t0)−εEΩ T 〈0|Ω〉

155



〈Ω|T (φ(x1) · · ·φ(xn))|Ω〉

= 〈Ω|U(ti1)
−1φI(xi1)U(ti1, ti2)φI(xi2)U(ti2, ti3) · · ·U(tin−1

, tin)φI(xin)U(tin)|Ω〉

U(−T (1− iε))−1|0〉 = N1 |Ω〉, 〈0|U(T (1− iε)) = N2 〈Ω|

This gives

〈Ω|T (φ(x1) · · ·φ(xn))|Ω〉

= (N1N2)
−1〈0|U(T (1− iε))U(ti1)

−1φI(xi1)U(ti1, ti2)φI(xi2)U(ti2, ti3) · · ·

· · · U(tin−1
, tin)φI(xin)U(tin)U(−T (1− iε))−1|0〉

= (N1N2)
−1〈0|U(T (1− iε), ti1)φI(xi1)U(ti1, ti2)φI(xi2)U(ti2, ti3) · · ·

· · ·U(tin−1
, tin)φI(xin)U(tin,−T (1− iε))|0〉

Remember that we need to first take T → ∞ limit and then ε→ 0+ limit.

Our next task will be to manipulate U(t, t′) to express this in terms of φI .
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19 Perturbation theory for interacting scalar field

We were considering interacting scalar field theory with Hamiltonian:

H = Hfree +Hint

Hfree =

∫
d3r

[
1

2
Π(t, ~r)2 +

1

2
(~∇φ(t, ~r))2 +

1

2
m2 φ(t, ~r)2

]
Hint =

λ

4!

∫
d3r φ(t, ~r)4

We defined:
H0 = Hfree(t0)

φI(t, ~r) = eiH0(t−t0) φ(t0, ~r) e
−iH0(t−t0), ΠI(t, ~r) = eiH0(t−t0) Π(t0, ~r) e

−iH0(t−t0),

|0〉: Ground state of H0

|Ω〉 ground state of H

We showed that the quantities

〈0|T (φI(x1) · · ·φI(x2n))|0〉

are given by the free field results we have learned to compute

Our goal: Express 〈Ω|T (φ(x1) · · ·φ(xn))|Ω〉 in terms of 〈0|T (φI(x1) · · ·φI(x2m))|0〉
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We defined

U(t) = eiH0(t−t0) e−iH(t−t0), U(t, t′) = U(t)U(t′)−1

and found that:

〈Ω|T (φ(x1) · · ·φ(xn))|Ω〉

= (N1N2)
−1〈0|U(T (1− iε), ti1)φI(xi1)U(ti1, ti2)φI(xi2)U(ti2, ti3) · · ·

· · ·U(tin−1
, tin)φI(xin)U(tin,−T (1− iε))|0〉

x0
i1
≥ x0

i2
≥ · · · ≥ x0

in

N1, N2: constants that will be determined later.

We need to take T → ∞ limit before taking ε→ 0+ limit.

If we can express U(t, t′) in terms of the φI ’s then we would have achieved our
goal.

Strategy: Instead of calculating U(t, t′) directly, we shall regard this as a solu-
tion to a differential equation and then solve the differential equation.
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Recall:
U(t, t′) = U(t)U(t′)−1, U(t) = eiH0(t−t0) e−iH(t−t0)

From this we get,

dU(t)

dt
= eiH0(t−t0) (iH0 − iH) e−iH(t−t0) = −i eiH0(t−t0)Hint(t0)e

−iH(t−t0)

since
H(t0) = Hfree(t0) +Hint(t0) = H0 +Hint(t0)

This gives:

dU(t)

dt
= −i eiH0(t−t0)Hint(φ(t0, ~r),Π(t0, ~r))e

−iH0(t−t0)eiH0(t−t0) e−iH(t−t0)

= −iHint

(
eiH0(t−t0) φ(t0, ~r) e

−iH0(t−t0), eiH0(t−t0) Π(t0, ~r) e
−iH0(t−t0)

)
U(t)

= −iHint(φI(t, ~r),ΠI(t, ~r))U(t)

We shall use the shorthand notation

HI(t) = Hint[φI(t, ~r),ΠI(t, ~r)]

Then we have
dU(t)

dt
= −iHI(t)U(t)

Since U(t, t′) = U(t)U(t′)−1, we get

∂U(t, t′)

∂t
= −iHI(t)U(t)U(t′)−1 = −iHI(t)U(t, t′), U(t, t′) = I at t = t′

This first order differential equation and the boundary condition determines
U(t, t′) uniquely.
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U(t, t′) is determined from the equation:

∂U(t, t′)

∂t
= −iHI(t)U(t, t′), U(t, t′) = I at t = t′

Claim;

U(t, t′) = T

(
exp

[
−i
∫ t

t′
HI(t

′′)dt′′
])

, HI(t) = Hint(φI(t, ~r),ΠI(t, ~r))

Meaning of rhs:

We can expand the exponential and write:
∞∑
m=0

(−i)m

m!

∫ t

t′
dt1

∫ t

t′
dt2 · · ·

∫ t

t′
dtm T (HI(t1)HI(t2) · · ·HI(tm))

Call this V (t, t′).

Out goal is to prove U(t, t′) = V (t, t′).

For this we need to show that V (t, t′) satisfies the same differential equation
and boundary condition as U(t, t′).

At t = t′, only the m = 0 term contribute to V (t, t′).

This gives V (t′, t′) = I
√

∂V (t, t′)

∂t
=

∞∑
m=1

(−i)m

m!
m

∫ t

t′
dt1

∫ t

t′
dt2 · · ·

∫ t

t′
dtm−1 T (HI(t1)HI(t2) · · ·HI(tm−1)HI(t))

= −iHI(t)
∞∑
m=1

(−i)m−1

(m− 1)!

∫ t

t′
dt1

∫ t

t′
dt2 · · ·

∫ t

t′
dtm−1 T (HI(t1)HI(t2) · · ·HI(tm−1))

= −iHI(t)V (t, t′)
√

Therefore U(t, t′) = V (t, t′)
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Results so far:

〈Ω|T (φ(x1) · · ·φ(xn))|Ω〉

= (N1N2)
−1〈0|U(T (1− iε), ti1)φI(xi1)U(ti1, ti2)φI(xi2)U(ti2, ti3) · · ·

· · ·U(tin−1
, tin)φI(xin)U(tin,−T (1− iε))|0〉

U(t, t′) = T

(
exp

[
−i
∫ t

t′
HI(t

′′)dt′′
])

, HI(t) = Hint(φI(t, ~r),ΠI(t, ~r))

This gives

〈Ω|T (φ(x1) · · ·φ(xn))|Ω〉

= (N1N2)
−1

〈
0

∣∣∣∣∣T
(

exp

[
−i
∫ T (1−iε)

ti1

HI(t
′′)dt′′

])
φI(xi1)T

(
exp

[
−i
∫ ti1

ti2

HI(t
′′)dt′′

])
φI(xi2)

· · ·T

(
exp

[
−i
∫ tin

tin−1

HI(t
′′)dt′′

])
φI(xin)T

(
exp

[
−i
∫ tin

−T (1−iε)
HI(t

′′)dt′′
])∣∣∣∣∣ 0

〉
Note that all the terms are time ordered.

Therefore we can replace multiple time ordering by a single time ordering and
rearrange the terms inside the time ordering arbitrarily.

〈Ω|T (φ(x1) · · ·φ(xn))|Ω〉

= (N1N2)
−1

〈
0

∣∣∣∣∣T
(

exp

[
−i
∫ T (1−iε)

ti1

HI(t
′′)dt′′

]
φI(xi1) exp

[
−i
∫ ti1

ti2

HI(t
′′)dt′′

]
φI(xi2)

· · · exp

[
−i
∫ tin

tin−1

HI(t
′′)dt′′

]
φI(xin) exp

[
−i
∫ tin

−T (1−iε)
HI(t

′′)dt′′
])∣∣∣∣∣ 0

〉

= (N1N2)
−1

〈
0

∣∣∣∣∣T
(
φI(x1) · · ·φI(xn) exp

[
−i
∫ T (1−iε)

−T (1−iε)
HI(t

′′)dt′′

])∣∣∣∣∣ 0
〉
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〈Ω|T (φ(x1) · · ·φ(xn))|Ω〉

= (N1N2)
−1

〈
0

∣∣∣∣∣T
(
φI(x1) · · ·φI(xn) exp

[
−i
∫ T (1−iε)

−T (1−iε)
HI(t

′′)dt′′

])∣∣∣∣∣ 0
〉

= (N1N2)
−1

∞∑
m=0

(−i)m

m!

∫ T (1−iε)

−T (1−iε)
dt′1

∫ T (1−iε)

−T (1−iε)
dt′2 · · ·

∫ T (1−iε)

−T (1−iε)
dt′m 〈0|T (φI(x1) · · ·φI(xn)

HI(t
′
1) · · ·HI(t

′
m))|0〉

To simplify this we can also replace

ti → ti(1− iε), 1 ≤ i ≤ n

since for finite ti this will have no effect when we take ε→ 0 at the end.

This allows us to replace all the time arguments by t→ u(1− iε) with u real.

For the current problem:∫ T (1−iε)

−T (1−iε)
HI(t

′)dt′ =
λ

4!

∫ T (1−iε)

−T (1−iε)
dt′
∫
d3r′ φI(t

′, ~r ′)4

We can evaluate individual terms in the sum using the result:

〈0|T (φI(x1) · · ·φI(x2n))|0〉

= ∆F (x1, x2) ∆F (x3, x4) · · ·∆F (x2n−1, x2n) + all inequivalent pairings

– given by sum over Feynman diagrams.

Note: Due to presence of composite operator φI(x
′)4, there will be divergent

terms like ∆F (x′, x′)

– can be normal ordered, but we shall proceed by ignoring this problem for
now.

162



We now need to calculate N1N2.

〈Ω|T (φ(x1) · · ·φ(xn))|Ω〉

= (N1N2)
−1

∞∑
m=0

(−i)m

m!

∫ T (1−iε)

−T (1−iε)
dt′1

∫ T (1−iε)

−T (1−iε)
dt′2 · · ·

∫ T (1−iε)

−T (1−iε)
dt′m 〈0|T (φI(x1) · · ·φI(xn)

HI(t
′
1) · · ·HI(t

′
m))|0〉

Set n = 0

Then lhs = 〈Ω|Ω〉 = 1

This gives

N1N2 =
∞∑
m=0

(−i)m

m!

∫ T (1−iε)

−T (1−iε)
dt′1

∫ T (1−iε)

−T (1−iε)
dt′2 · · ·

∫ T (1−iε)

−T (1−iε)
dt′m 〈0|T (HI(t

′
1) · · ·HI(t

′
m))|0〉

– can also be evaluated with Feynman diagrams
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〈Ω|T (φ(x1) · · ·φ(xn))|Ω〉 =
Numerator

Denominator

Numerator: Given by sum of Feynman diagrams whose vertices include:

1. n ‘external points’, each of which has one line coming out

2. m ‘internal points’ each of which has 4 lines coming out (4-point vertex)

Draw all Feynman diagrams

Associated expression is given by

1

m!

(
−iλ

4!

)m
× propagators× combinatoric factors

We need to integrate over the space-time coordinates of the internal points.

Denominator: Same rule except that there are no external points

Note: At order λm, there are m internal points

⇒ finite number of Feynman diagrams.
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Example: n = 4, m = 1

+

× ×

× ×

×

×

+

×

×

×

×

+

1 2

3 4

1

2

3

4

1

2

3

4
(a) (b) (c)

Contribution from (a):

−i λ
4!

∫
d4x∆F (x, x1) ∆F (x, x2) ∆F (x, x3) ∆F (x, x4)× 4× 3× 2

Contribution from (b):

−i λ
4!

∫
d4x∆F (x1, x2) ∆F (x, x3) ∆F (x, x4) ∆F (x, x) × 4× 3

Total
(

4
2

)
= 6 diagrams obtained by inequivalent permutations of 1,2,3,4

Contribution from (c):

−i λ
4!

∫
d4x∆F (x1, x2) ∆F (x3, x4) ∆F (x, x) ∆F (x, x) × 3

Total 3 diagrams obtained by inequivalent permutations of 1,2,3,4
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20 Feynman diagrams of scalar field theory

〈Ω|T (φ(x1) · · ·φ(xn))|Ω〉 =
Numerator

Denominator

Numerator: Given by Feynman diagrams whose vertices include:

1. n ‘external points’, each of which has one line coming out

2. m ‘internal points’ each of which has 4 lines coming out (4-point vertex)

Draw all Feynman diagrams

Associated expression is given by

1

m!

(
−iλ

4!

)m
× propagators× combinatoric factors

We need to integrate over the space-time coordinates of the internal points.

Denominator: Same rule except that there are no external points

Note: At order λm, there are m internal points

⇒ finite number of Feynman diagrams.
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Example: n = 4, m = 1

1 2

3 4

Connect the lines pairwise in all possible ways

1 2

3 4

1

2

3

4

1

2

3

4
(a) (b) (c)

Total
(

4
2

)
= 6 diagrams of type (b) obtained by inequivalent permutations of

1,2,3,4

Total 3 diagrams of type (c) obtained by inequivalent permutations of 1,2,3,4
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Example: n = 4, m = 1

1 2

3 4

1

2

3

4

1

2

3

4
(a) (b) (c)

Contribution from (a):

−i λ
4!

∫
d4x∆F (x, x1) ∆F (x, x2) ∆F (x, x3) ∆F (x, x4)× 4× 3× 2

Contribution from (b):

−i λ
4!

∫
d4x∆F (x1, x2) ∆F (x, x3) ∆F (x, x4) ∆F (x, x) × 4× 3

Total
(

4
2

)
= 6 diagrams obtained by inequivalent permutations of 1,2,3,4

Contribution from (c):

−i λ
4!

∫
d4x∆F (x1, x2) ∆F (x3, x4) ∆F (x, x) ∆F (x, x) × 3

Total 3 diagrams obtained by inequivalent permutations of 1,2,3,4

Consistency check: Total combinatoric factor

24 + 12× 6 + 3× 3 = 105

Compare with (2k)!/(2kk!) with 2k = 8.

8× 7× 6× 5× 4× 3× 2

16× 4× 3× 2
= 7× 3× 5 = 105
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General consistency check:

Consider the collection of Feynman diagrams with n external points and m
internal points.

Sum of the combinatoric factors of all the Feynman diagrams will be given by:

(2k)!

2kk!
, 2k = n+ 4m
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Similar analysis can be carried out for the denominator (N1N2)

The leading term is 1.

The order λ term is given by a single Feynman diagram

+

Its expression is

−i λ
4!

∫
d4x ∆F (x, x) ∆F (x, x) × 3

We shall call diagrams without external lines as bubble diagrams.

Denominator = 1 + sum over bubbles

Recall

N1N2 =
∞∑
m=0

(−i)m

m!

∫ T (1−iε)

−T (1−iε)
dt′1

∫ T (1−iε)

−T (1−iε)
dt′2 · · ·

∫ T (1−iε)

−T (1−iε)
dt′m 〈0|T (HI(t

′
1) · · ·HI(t

′
m))|0〉
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Claim:

Numerator = sum of diagrams without bubbles × (1 + sum over bubbles)

In that case,

numerator

denominator
= sum of diagrams without bubbles

We shall now prove the claim.
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Every diagram in the numerator is

either diagram without a bubble

or a diagram without bubble × a bubble diagram

e.g.

+ +=

×

×

×

×

×

×

×

×

×

Therefore at the level of diagrams we have

numerator = sum of diagram without bubble × (1+ sum over bubbles)

We need to check various factors.

Suppose the diagram without bubble has m insertions of four point vertex.

Gives a factor of (−iλ/4!)m/m!

Suppose the bubble diagram has k insertions of four point vertex.

Gives a factor of (−iλ/4!)k/k!

Corresponding numerator diagram has m+ k insertion of four point vertex

Net factor: (−iλ/4!)m+k/(m+ k)! = product on rhs ×m!k!/(m+ k)!

We shall now show that the extra factor is cancelled by the combinatoric factor.
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The numerator diagram has m+ k four point vertex

Of these we have to choose k that becomes part of the bubble

The rest becomes part of the diagram without bubble

This can be done in
(
m+k
k

)
= (m+ k)!/(m!k!) ways.

This cancels the extra m!k!/(m+ k)! factor that we had earlier.

The rest of the combinatoric factors are the same on the rhs and the lhs

– measures the number of ways a diagram without bubble can be formed ×
the number of ways a bubble diagram can be formed

numerator = diagram without bubble × (1+ sum over bubbles)

denominator = 1+ sum over bubbles

This gives

〈Ω|T (φ(x1) · · ·φ(xn))|Ω〉 = sum of Feynman diagrams without bubbles
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21 Momentum space Feynman diagrams

Some comments on the combinatoric factor

We have seen that in a Green’s function with a total of 2k φ’s, the sum of the
combinatoric factors of all the diagrams is given by:

(2k)!

2kk!

– gives a way to check if we have got the combinatoric factors right and also if
we have included all diagrams.

But we also saw that we need to exclude the bubble diagrams.

Therefore we need to subtract from (2k)!/(2kk!) the contribution from the
bubble diagrams.

This can be done by noting that if we have a diagram that is the product of:

1. Diagram without bubbles with 2k1 φ’s

2. Bubble diagram with 2k2 φ’s

then the total number of terms that it gives is:

(2k1)!

2k1k1!
× (2k2)!

2k2k2!

At some given order in perturbation expansion, we have to sum over possible
choices of k1, k2 and then subtract this number from (2k)!/(2kk!) to get the
number of terms without bubbles.
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Example:

1 2

3 4

1

2

3

4

1

2

3

4
(a) (b) (c)

The last diagram is not be included.

For this we have 2k1 = 4, 2k2 = 4

The number of terms in such diagrams:

4!

22 2!
× 4!

22 2!
= 9

For the full diagram, we have 2k = 8.

Therefore the total number of terms in diagrams without bubble is:

8!

244!
− 9 = 105− 9 = 96
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A different perspective on the iε prescription

We had a relation of the form:

e−iH (T +t0)|0〉 =
∑
n

e−iH (T +t0)|n〉′ ′〈n|0〉 =
∑
n

e−iEn (T −t0)|n〉′ ′〈n|0〉

|n〉′: eigenstates of H with eigenvalue En.

We wanted to make sure that only the ground state |Ω〉 of H contributes in
the T → ∞ limit

– achieved by replacing T by T (1− iε)

However the same goal will be achieved if we can make En−EΩ acquire a small
negative imaginary part i.e. if

En − EΩ = an − i ε bn, an, bn > 0

In that case
e−iEn (T −t0) = e−iEΩ (T −t0) e−ian(T −t0)−ε bn (T −t0)

The second factor goes to 0 as T → ∞, showing that only the state |Ω〉
contributes to the sum over n

– achieves the goal.

Similar result holds for

〈0|e−iH (T +t0) =
∑
n

〈0|n〉′ ′〈n| e−iH (T +t0)

Q. How can we add −iεbn to En − EΩ?
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Q. How can we add −iεbn to En − EΩ?

Earlier approach T → T (1− iε) is equivalent to H → H(1− iε)

This gives En − EΩ → (1− iε)(En − EΩ)

– generates a negative imaginary term in En − EΩ.

An equivalent procedure: m2 → m2 − iε.

Consider the unperturbed theory first.

The difference between the energies of single particle state and vacuum:√
~p2 +m2 →

√
~p2 +m2 − iε '

√
~p2 +m2 − iε

2
√
~p2 +m2

– adds a negative imaginary contribution to the energy as desired.

For multi-particle states these negative imaginary contributions add, producing
a net negative imaginary contribution.

When we include the effect of interactions, there may be additional contribu-
tions proportional to iελ and terms containing more powers of λ.

Since λ is taken to be a small parameter in which we do expansion, these higher
order terms cannot change the sign of the leading λ independent term.

Conclusion: Replacing m2 by m2− iε achieves the same goal as T → T (1− iε)
or H → H(1− iε).

From now on we shall follow this procedure and set all time arguments real.
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Recall that replacing m2 by m2 − iε has already been encountered before:

∆F (x1, x2) =
1

(2π)4

∫
d4p ∆̃F (p) eip.(x1−x2), p = (p0, ~p),

∆̃F (p) =
i

−p2 −m2 + iε

We shall define:

∆̃F (q1, q2) = (2π)4 δ(4)(q1 + q2) ∆̃F (q1) =
i

−q2
1 −m2 + iε

(2π)4 δ(4)(q1 + q2)

and write

∆F (x1, x2) =

∫
d4q1

(2π)4

d4q2

(2π)4
∆̃F (q1, q2) e

i(q1.x1+q2.x2)

Using this representation we shall now derive the Feynman rules for momentum
space Green’s function.

Given
G(x1, · · · , xn) = 〈Ω|T (φ(x1) · · ·φ(xn))|Ω〉

we define

G̃(p1, · · · , pn) =

∫
d4x1 · · · d4xn e

−i(p1.x1+p2.x2+···+pn.xn)G(x1, · · · , xn)

Reverse relation:

G(x1, · · · , xn) =

∫
d4p1

(2π)4
· · · d

4pn
(2π)4

ei(p1.x1+p2.x2+···+pn.xn) G̃(p1, · · · , pn)

Since we have derived the Feynman rules for computing G(x1, · · · , xn), we can
use this to compute G̃(p1, · · · , pn).

We shall now try to manipulate these Feynman rules to find the Feynman
rules for computing G̃(p1, · · · , pn) directly, without having to first compute
G(x1, · · · , xn).
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G̃(p1, · · · , pn) =

∫
d4x1 · · · d4xn e

−i(p1.x1+p2.x2+···+pn.xn)G(x1, · · · , xn)

Strategy:

1. Write down the contribution to G(x1, · · · , xn) as sum of Feynman diagrams.

2. Use

∆F (x1, x2) =

∫
d4q1

(2π)4

d4q2

(2π)4
∆̃F (q1, q2) e

i(q1.x1+q2.x2)

3. Carry out the integrals over the external points xi and the internal points
yi explicitly.

We shall illustrate this first by an example and then describe the general rules.
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1 2

3 4

y

Contribution to G̃(p1, p2, p3, p4):∫
d4x1 · · · d4x4 e

−i(p1.x1+p2.x2+···+p4.x4)

∫
d4y∆F (x1, y) ∆F (x2, y) ∆F (x3, y) ∆F (x4, y)

×
(
−iλ

4!

)
× combinatoric factors

=

∫
d4x1 · · · d4x4

∫
d4y e−i(p1.x1+p2.x2+···+p4.x4)

∫
d4q1

(2π)4

d4q2

(2π)4
∆̃F (q1, q2) e

i(q1.x1+q2.y)∫
d4q3

(2π)4

d4q4

(2π)4
∆̃F (q3, q4) e

i(q3.x2+q4.y)

∫
d4q5

(2π)4

d4q6

(2π)4
∆̃F (q5, q6) e

i(q5.x3+q6.y)∫
d4q7

(2π)4

d4q8

(2π)4
∆̃F (q7, q8) e

i(q7.x4+q8.y) ×
(
−iλ

4!

)
× combinatoric factors

Now note that the integration over each xi and y give simple delta functions,
e.g. ∫

d4x1e
−ip1.x1+iq1.x1 = (2π)4 δ(4)(p1 − q1)∫

d4yei(q2.y+q4.y+q6.y+q8.y) = (2π)4 δ(4)(q2 + q4 + q6 + q8)

From this we get the rules for momentum space Green’s function:

Now a propagator will carry momenta q1, q2 at the two ends instead of coordi-
nates x1, x2 and will give factor of ∆̃F (q1, q2)

External points will be labelled by momenta p1, · · · , pn instead of coordinates
x1, · · · , xn and will give factors of (2π)4 δ(4)(pi − qj) for some j.

An internal vertex will carry four momenta qi1, qi2, qi3, qi4 and will represent a
factor of

−iλ
4!

(2π)4 δ(4)(qi1 + qi2 + qi3 + qi4)
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Diagrammatic representation:

← q1 q2 →
: ∆̃F (q1, q2) = (2π)4 δ(4)(q1 + q2) ∆̃F (q1)

×
← q

p : (2π)4 δ(4)(p− q)

q1 ↘ q2 ↙

q3 ↗ q4 ↖

: −iλ
4!

(2π)4 δ(4)(q1 + q2 + q3 + q4)

All momentum arguments of ∆̃F must be integrated over.

We can now evaluate the momentum space Green’s function:

p1 p2

p3 p4

↖ q1

q2 ↘
↗ q3

↙ q4

q6 ↗
q5 ↙ ↘ q7

↖ q8

∫
d4q1

(2π)4

d4q2

(2π)4

d4q3

(2π)4

d4q4

(2π)4

d4q5

(2π)4

d4q6

(2π)4

d4q7

(2π)4

d4q8

(2π)4

∆̃F (q1, q2) ∆̃F (q3, q4) ∆̃F (q5, q6) ∆̃F (q7, q8) (2π)4δ(4)(q1 − p1) (2π)4δ(4)(q3 − p2) (2π)4δ(4)(q5 − p3)

(2π)4δ(4)(q7 − p4)

(
−iλ

4!

)
(2π)4δ(4)(q2 + q4 + q6 + q8) × combinatoric factors
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Notice that this way of representing Feynman diagram is somewhat inefficient.

There are many factors of d4qi/(2π)4 and many delta functions δ(4)(
∑

i qi).

We can give a better representation of the Feynman diagrams by making use
of the delta functions to do as many integrals as possible.

Rules:

1. Momentum is conserved at the vertices

2. Sum of momenta at the two ends of a propagator vanishes

Use these to label the momenta flowing in a diagram as we would do in labelling
the currents in an electrical circuit.

p1 p2

p3 p4

↖p1

−p1↘
↗p2

↙−p2

−p3↗
p3↙ ↘p4

↖−p4

At the end if at some vertex momentum is not manifestly conserved, we include
the delta function for that vertex explicitly in our final expression

e.g. in the above diagram we have (2π)4 δ(4)(−p1 − p2 − p3 − p4)

If some momentum is not fixed in terms of external momenta, we explicitly
integrate over it

– no such momentum in the diagram above.
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22 Momentum space Feynman rules

Number of terms in a diagram without bubbles:

In φ4 theory, suppose S(2n,m) is the number of terms in a diagram without
bubble with 2n external points and m internal points.

The total number of terms including bubbles is

(2n+ 4m)!

2n+2m(n+ 2m)!

Number of terms in a bubble with k internal points is

(4k)!

22k(2k)!

Then

S(2n,m) =
(2n+ 4m)!

2n+2m(n+ 2m)!
−

m∑
k=1

(4k)!

22k(2k)!
× S(2n,m− k)×

(
m

k

)
The k-th term gives

(the number of terms in bubble diagrams with k internal points)

×

(the number of terms in diagrams without bubble with m− k internal points
and 2n external points)

×

(the number of ways k internal points may be chosen out of m internal points)
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Symmetry factor of a Feynman diagram:

In φ4 theory, for a diagram with m internal points, it is the inverse of

1

m!
×
(

1

4!

)m
× combinatoric factor
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Momentum space Feynman rules

Goal: Calculate

G̃(p1, · · · , pn) =

∫
d4x1 · · · d4xn e

−i(p1.x1+p2.x2+···+pn.xn)G(x1, · · · , xn)

Draw Feynman diagram with external points carrying momenta p1, · · · , pn flow-
ing outward.

Each propagator carries momentum.

Rules:

1. Momentum is conserved at the vertices

– sum of momenta entering a vertex vanishes

2. Momentum is conserved along the propagators

– sum of (oppositely directed) momenta at the two ends of a propagator van-
ishes.

Use these to label the momenta flowing in a diagram as we would do in labelling
the currents in an electrical circuit.

At the end if at some vertex or propagator momentum is not manifestly con-
served, we include the delta function for that vertex explicitly in our final
expression

If some momentum is not fixed in terms of external momenta, we explicitly
integrate over it.
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A Feynman diagram representing a contribution to G̃(p1, p2, p3, p4)

p1 p2

p3 p4

↖p1

−p1↘
↗p2

↙−p2

−p3↗
p3↙ ↘p4

↖−p4

At the end if at some vertex or propagator momentum is not manifestly con-
served, we include the delta function for that vertex explicitly in our final
expression

e.g. in the above diagram we have (2π)4 δ(4)(−p1 − p2 − p3 − p4)

No unfixed momentum in the diagram above.

Net result:

−iλ
4!

{
4∏
i=1

i

−p2
i −m2 + iε

}
(2π)4 δ(4)(−p1 − p2 − p3 − p4)× 4× 3× 2
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1 2

3 4

↖p1

↙p3

↗p2

↘p4

`→

(−p1 − p3 − `)→

Expression:

1

2!

(
−iλ

4!

)2
{

4∏
i=1

∆̃F (pi)

}
(2π)4 δ(4)(p1 + p2 + p3 + p4)

∫
d4`

(2π)4
∆̃F (`) ∆̃F (−p1 − p3 − `)

× combinatoric factor

∆̃F (q) =
i

−q2 −m2 + iε
, ∆̃F (q1, q2) = (2π)4 δ(4)(q1 + q2) ∆̃F (q1)

` is called loop momentum.

For every independent loop in the diagram, we have such a 4-momentum that
we need to integrate over.

Momentum space Green’s functions are directly related to observable quantities
in particle physics.
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In momentum space representation, divergences come from integration over
loop momentum, e.g. in the above expression, the ` integral for large ` has the
factor:∫

d4`

(−`2 −m2 + iε)(−(p1 + p3 + `)2 −m2 + iε)
∼
∫

d4`

(`2)2
∼
∫
`3d` `−4 =

∫
d` `−1

– logarithmically divergent at large `.

These are called ultra-violet (UV) divergence and can be removed by renor-
malization in a special class of theories called renormalizable theories.

∆F (x, x) divergences are also of this kind.

∆F (x, y) =

∫
d4` ei`.(x−y) i

−`2 −m2 + iε

∆F (x, x) =

∫
d4`

i

−`2 −m2 + iε

– diverges from large ` region.

There can also be divergences from vanishing denominator.

These are infra-red (IR) divergences and have physical origin

– indicates that we are trying to compute something that is not physically
observable.

These divergences go away once we frame the question correctly.
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Dealing with UV divergences:

All UV divergences come from integration over loop momenta from the region
where the loop momenta are large.

Step 1. First find a regularization to make the integral finite.

e.g. we could just put a large cut-off Λ on the loop momentum: |`µ| < Λ

or multiply the integrand by some damping factor like e−
∑
µ |`µ|2/Λ2

The result depends on the cut-off Λ and diverges as Λ→∞ .

2. Compute physical quantities A1, · · · , An as functions of m,λ,Λ

Ai = fi(m,λ,Λ) for i = 1, · · · , n

– diverge as Λ→∞

3. Pick any two, say A1, A2 and solve for m,λ in terms of A1, A2,Λ

m = g1(A1, A2,Λ), λ = g2(A1, A2,Λ)

4. Use this to calculate A3, · · · , An in terms of A1, A2, λ

Ai = fi(g1(A1, A2,Λ), g2(A1, A2,Λ),Λ) for i = 3, · · · , n

5. Now take the Λ→∞ limit.

In a renormalizable theory, this gives finite result:

Ai = hi(A1, A2) for i = 3, · · · , n

– predictions of the theory that can be tested experimentally.
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In the rest of the course we shall avoid this problem by working with tree
diagrams

– diagrams without loops

Typically the lowest order contribution to an amplitude comes from tree dia-
gram.
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Connected vs. disconnected diagram

1 2

3 4

1

2

3

4

1

2

3

4
(a) (b) (c)

A connected diagram is where every point is connected to another point via a
collection of propagators and vertices, e.g. (a).

A disconnected diagram is where every point is not connected to another point
via a collection of propagators and vertices, e.g. (b), (c).

Now, since every vertex and propagator has momentum conservation, every
Feynman diagram will have overall momentum conservation, i.e. will be pro-
portional to

(2π)4 δ(4)(p1 + · · ·+ pn)

Disconnected diagram has separate momentum conservation for each compo-
nent, e.g. δ(4)(p1 + p2) δ

(4)(p3 + p4) in (b), (c).

Therefore, for generic external momenta, satisfying overall momentum conser-
vation, only the connected diagrams contribute.
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23 Computation of physical mass

We have learned how to calculate

G(x1, · · · , xn) = 〈Ω|T (φ(x1) · · ·φ(xn))|Ω〉

in an interacting scalar field theory.

Our goal now will be to study how to relate this to quantities that we can
measure

1. Masses of particles

2. Scattering cross-section

– probability of finding a particular outcome when we take a set of particles
and collide them.

We shall begin by studying some general properties of the spectrum of states
in the theory.
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Recall:

Pρ =

∫
d3xT 0

ρ

are the conserved quantities associated with infinitesimal space-time transla-
tion:

φ̃(x) = φ(x+ ε) = φ(x) + ερ ∂ρφ(x)

Pi = P i are the spatial components of momenta

P 0 = −P0 is the Hamiltonian

Recall the general relation:

If Q is the conserved quantity associated with the transformation φ→ φ̃ with
φ̃ = φ+ ε χ, then

[Q, φ(x)] = i χ(x)

This gives
[Pρ, φ(x)] = i ∂ρφ(x)

Claim:
[Pµ, Pν] = 0

This can be checked using the known expressions for Pµ, but we shall describe
a general procedure that works for calculating [Qi, Qj] for any pair of Noether
charges.
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[Pµ, [Pν, φ(x)]] = i [Pµ, ∂νφ(x)] = i∂ν[Pµ, φ(x)] = i2∂ν∂µφ(x)

[Pν, [Pµ, φ(x)]] = i2∂µ∂νφ(x)

Now consider the Jacobi identity:

[[Pµ, Pν], φ(x)] + [[φ(x), Pµ], Pν] + [[Pν, φ(x)], Pµ] = 0

This gives, using [A,B] = −[B,A],

[[Pµ, Pν], φ(x)] = −[[φ(x), Pµ], Pν]− [[Pν, φ(x)], Pµ]

= −[Pν, [Pµ, φ(x)]] + [Pµ, [Pν, φ(x)]] = −i2∂µ∂νφ(x) + i2∂ν∂µφ(x) = 0

This proves
[[Pµ, Pν], φ(x)] = 0

Since Pµ and Pν are time independent, similar relation holds for φ replaced by
Π = ∂0φ.

Since all operators are made from φ and Π we conclude that [Pµ, Pν] must
commute with all the operators of the theory.

Therefore [Pµ, Pν] must be proportional to the identity operator.

We shall proceed by assuming that this is zero

[Pµ, Pν] = 0

(In rare cases identity operator does appear in the commutator of conserved
charges)

Since Pµ, Pν commute, we can choose a complete set of orthonormal basis states
|n〉 which are simultaneous eigenstates of all the Pµ’s:

Pµ|n〉 = p(n)µ|n〉, 〈n|Pµ = p(n)µ 〈n|
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Recall that 1
2ωντJ

τν is the conserved quantity associated with the infinitesimal
Lorentz transformation:

φ→ φ̃ = φ+ ε ωµτx
τ∂µφ = φ+ ε ωντx

τ∂νφ, ∂νφ = ηνµ∂µφ

This gives [
1

2
ωντJ τν, φ(x)

]
= i ωντx

τ∂νφ =
i

2
ωντ(x

τ∂νφ− xν∂τφ)

Since ωντ is an independent anti-symmetric matrix, this gives

[J τν, φ(x)] = i(xτ∂νφ− xν∂τφ)

Now recall
[Pρ, φ(x)] = i ∂ρ φ(x)

Ex. Using Jacobi identity as before, show that

[J τν, Pρ] = i(P νδτρ − P τδνρ)

ignoring terms proportional to the identity matrix.

We need to show that both sides have the same commutator with
φ(x) and hence also Π(x).

This can also be checked using the explicit form of Pρ and J τν in
terms of φ and Π.

Ex. Repeat the analysis for [J ντ ,J ρσ].
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[Pµ, Pν] = 0

Since Pµ, Pν commute, we can choose a complete set of orthonormal basis states
|n〉 which are simultaneous eigenstates of all the Pµ’s:

Pµ|n〉 = p(n)µ|n〉, 〈n|Pµ = p(n)µ 〈n|

Now consider a different basis

|n〉′ =
(

1 +
1

2
iε ωντ J ντ

)
|n〉

We can use hermiticity of J τν and,

[J τν, Pρ] = i(P τδνρ − P νδτρ)

to show that

1. ′〈m|n〉′ = 〈m|n〉.

2. Ex.

Pµ|n〉′ = p′(n)µ|n〉′ +O(ε2), p′(n)µ = (p(n)µ + ε ωµτp
τ
(n))

Note: p′(n) is the Lorentz transform of p(n) by the Lorentz matrix (1 + ε ω).

By applying infinitesimal transformations infinite number of times we can gen-
erate any finite Lorentz transformation that is connected to the identity

– can be used to construct a state carrying any momentum that is related to
p(n) by Lorentz transformation.
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Now let us suppose that the theory has a particle of mass mp

⇔ there are states for which energy p0 is fixed in terms of momenta ~p via the
relation

p0 = E~p =
√
~p2 +m2

p

We shall denote these states by |~p〉.

It follows from our previous discussion that |~p〉′ ∝ |~p ′〉, where(
E~p ′

~p ′

)
= Λ

(
E~p

~p

)
We would like to normalize the states such that

|~p〉′ = |~p ′〉

without any additional normalization factor.

Since we have seen that ′〈~p1|~p2〉′ = 〈~p1|~p2〉, we get

〈~p ′1|~p ′2〉 = 〈~p1|~p2〉

Problem: 〈~p1|~p2〉 = δ(3)(~p1 − ~p2) is not compatible with this, since

δ(3)(~p1 − ~p2) 6= δ(3)(~p ′1 − ~p ′2)

Claim:
2E~p1

δ(3)(~p1 − ~p2) = 2E~p ′1
δ(3)(~p ′1 − ~p ′2)

Therefore, we shall normalize the basis states for single particles of mass mp

as:
〈~p1|~p2〉 = 2E~p1

δ(3)(~p1 − ~p2)
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Proof: Consider

2E~p1
δ(3)(~p1 − ~p2) δ(−p2

1 −m2
p)H(p0

1) δ(−p2
2 −m2

p)H(p0
2)

= 2E~p1
δ(3)(~p1 − ~p2) δ((p

0
1)

2 − ~p 2
1 −m2

p)H(p0
1) δ(−p2

2 −m2
p)H(p0

2)

We can write this as

2E~p1
δ(3)(~p1 − ~p2)

1

2E~p1

δ(p0
1 − E~p1

) δ(−p2
2 −m2

p)H(p0
2)

= δ(3)(~p1 − ~p2) δ(p
0
1 − p0

2)δ(−p2
2 −m2

p)H(p0
2)

= δ(4)(p1 − p2) δ(−p2
2 −m2

p)H(p0
2)

Since rhs is Lorentz invariant, the starting expression is Lorentz invariant.

Therefore 2E~p1
δ(3)(~p1 − ~p2) is Lorentz invariant.

From now on we shall normalize momentum eigenstates of single particles as

〈~p1|~p2〉 = 2E~p1
δ(3)(~p1 − ~p2)
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We now need to understand the meaning of completeness∑
n

|n〉〈n| = I

in this new normalization.

If n had taken discrete values then there is no confusion.

But we have continuous momentum label ~p of single particle states of mass mp.

With the new normalization
∫
d3p |~p〉〈~p| does not act as identity on the single

particle states.∫
d3p |~p〉〈~p|~p1〉 =

∫
d3p |~p〉 (2E~p1

)δ(3)(~p− ~p1) = 2E~p1
|~p1〉

Therefore we use ∫
d3p

2E~p
|~p〉〈~p|

This acts as identity on single particle states.

We shall proceed by assuming that the vacuum is Poincare invariant, i.e.

Pµ|Ω〉 = 0 = J νρ|Ω〉, 〈Ω|Pµ = 0 = 〈Ω|J νρ

Note: This would not be possible if any of [Pµ, Pν], [J ντ , Pµ] or [J ντ ,J ρσ] had
terms proportional to identity.
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We now consider the two point function

G(x1, x2) = 〈Ω|T (φ(x1)φ(x2))|Ω〉 = H(x0
1−x0

2)G+(x1, x2)+H(x0
2−x0

1)G+(x2, x1)

where
G+(x1, x2) = 〈Ω|φ(x1)φ(x2)|Ω〉

We write
G+(x1, x2) =

∑
n

〈Ω|φ(x1)|n〉〈n|φ(x2)|Ω〉

We shall examine how single particles states of mass mp contribute to this sum
and use it to compute mp, but for now we proceed by including all states.

Now

∂µ〈Ω|φ(x)|n〉 = −i 〈Ω|[Pµ, φ(x)]|n〉 = −i 〈Ω|(Pµφ(x)−φ(x)Pµ)|n〉 = i p(n)µ〈Ω|φ(x)|n〉

This gives

〈Ω|φ(x)|n〉 = eip(n).x 〈Ω|φ(0)|n〉, 〈n|φ(x)|Ω〉 = e−ip(n).x 〈n|φ(0)|Ω〉

Therefore
G+(x1, x2) =

∑
n

eip(n).(x1−x2)〈Ω|φ(0)|n〉〈n|φ(0)|Ω〉

Use
∫
d4q δ(4)(p(n) − q) = 1 to write

G+(x1, x2) =
∑
n

eip(n).(x1−x2)

∫
d4q δ(4)(p(n) − q) 〈Ω|φ(0)|n〉〈n|φ(0)|Ω〉

=

∫
d4q
∑
n

eiq.(x1−x2) δ(4)(p(n) − q) 〈Ω|φ(0)|n〉〈n|φ(0)|Ω〉

=

∫
d4q

(2π)4
eiq.(x1−x2) F (q)

F (q) = (2π)4
∑
n

δ(4)(p(n) − q) 〈Ω|φ(0)|n〉〈n|φ(0)|Ω〉
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G+(x1, x2) =

∫
d4q

(2π)4
eiq.(x1−x2) F (q)

F (q) = (2π)4
∑
n

δ(4)(p(n) − q) 〈Ω|φ(0)|n〉〈n|φ(0)|Ω〉

Note that G+(x1, x2) depends only on the difference x1 − x2

– consequence of translation invariance G+(x1, x2) = G(x1 + a, x2 + a)

Using this we can write:

F (q) =

∫
d4x e−iq.xG+(x, 0)

We shall now prove that

1. F (q) is Lorentz invariant, i.e. F (Λq) = F (q)

2. F (q) vanishes for q2 > 0 (space-like) and also for q0 < 0.
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24 Scalar mass computation in the interacting field the-

ory

We defined
G+(x1, x2) = 〈Ω|φ(x1)φ(x2)|Ω〉

From this we derived:

G+(x1, x2) =

∫
d4q

(2π)4
eiq.(x1−x2) F (q)

F (q) = (2π)4
∑
n

δ(4)(p(n) − q) 〈Ω|φ(0)|n〉〈n|φ(0)|Ω〉

Inverting the first relation, we can write:

F (q) =

∫
d4x e−iq.xG+(x, 0)

We shall now prove that

1. F (q) is Lorentz invariant, i.e. F (Λq) = F (q)

2. F (q) vanishes for q2 > 0 (space-like) and also for q0 < 0.
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F (q) = (2π)4
∑
n

δ(4)(p(n) − q) 〈Ω|φ(0)|n〉〈n|φ(0)|Ω〉

F (q) =

∫
d4x e−iq.xG+(x, 0)

1. Proof of F (Λq) = F (q):

Recall Lorentz invariance of G+:

〈Ω|φ(Λx1)φ(Λx2)|Ω〉 = 〈Ω|φ(x1)φ(x2)|Ω〉 ⇒ G+(Λx1,Λx2) = G+(x1, x2)

Now we have:

F (Λq) =

∫
d4x e−iΛq.xG+(x, 0)

Change variable x = Λx′, use d4x = d4x′ and the Lorentz invariance of G+:

F (Λq) =

∫
d4x′ e−iΛq.Λx

′
G+(Λx′, 0) =

∫
d4x′ e−iq.x

′
G+(x′, 0) = F (q)

2. Proof that F (q) vanishes for q2 > 0 (space-like) and also for q0 < 0:

For F (q) to not vanish, there must be a state |n〉 with p(n) = q.

Since the vacuum has zero energy, there is no state with p0
n < 0.

Therefore F (q) vanishes for q0 < 0.

If q2 > 0, i.e. space-like, we can find a Lorentz transformation that makes
q0 < 0.

Therefore by the previous argument, and Lorentz invariance, F (q) must vanish
for q2 > 0.
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G+(x1, x2) =

∫
d4q

(2π)4
eiq.(x1−x2) F (q)

1. F (q) is Lorentz invariant, i.e. F (Λq) = F (q)

2. F (q) vanishes for q2 > 0 (space-like) and also for q0 < 0.

Therefore we can write:

F (q) = 2π f(−q2)H(q0)

f(u): a function that vanshes for u < 0.

Substituting this into the expression for G+ we get

G+(x1, x2) =

∫
d4q

(2π)4
eiq.(x1−x2) 2π f(−q2)H(q0)

This can be written as:

G+(x1, x2) =

∫ ∞
0

du

∫
d4q

(2π)4
eiq.(x1−x2) 2π f(u)δ(u+ q2)H(q0)

Now recall that for a free particle of mass m, 〈0|φ(x1)φ(x2)|0〉 is given by:

∆+(x1, x2;m) =

∫
d4q

(2π)4
eiq.(x1−x2) 2π δ(q2 +m2)H(q0)

Therefore we can write:

G+(x1, x2) =

∫ ∞
0

du f(u) ∆+(x1, x2;
√
u)

– as if G+ is s superposition for free particle results for different masses
√
u

with weight f(u).

f(u) is called the spectral density.

204



G+(x1, x2) =

∫ ∞
0

du f(u) ∆+(x1, x2;
√
u)

– as if G+ is a superposition of free particle results for different masses
√
u with

weight f(u).

This also gives

G(x1, x2) = H(x0
1 − x0

2)G+(x1, x2) +H(x0
2 − x0

1)G+(x2, x1)

=

∫ ∞
0

du f(u)
(
H(x0

1 − x0
2)∆+(x1, x2;

√
u) +H(x0

2 − x0
1)∆+(x2, x1;

√
u)
)

=

∫ ∞
0

du f(u) ∆F (x1, x2;
√
u)

G(x1, x2) can be calculated using perturbation theory, from which we can com-
pute f(u).

Typically f(u) is non-zero for all u above some value.

This does not mean that the theory has particles with all possible masses.

Instead this implies that the G+ receives contribution from multiparticle inter-
mediate states for which p2 = −(p0)2 + ~p2 can take continuous values.

e.g. if mp is the physical mass of the particle, then for a two particle state

p2 = (p1+p2)
2 = p2

1+p
2
2+2p1.p2 = −m2

p−m2
p+2

{
−
√
~p2

1 +m2
p

√
~p2

2 +m2
p + ~p1.~p2

}
Note: For free K-G theory

G+(x1, x2) =
∑
n

〈0|φ(x1)|n〉〈n|φ(x2)|0〉

gets contribution from single particle intermediate state only.
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Q. How can we extract the physical mass mp of a particle from the knowledge
of G(x1, x2)?

Strategy:

1. Assume that there are single particles states with particle mass mp.

2. Study their contribution to G(x1, x2).

3. Then look for such contributions in G(x1, x2).

So we begin by assuming that the Pµ eigenstates contain single particles states
of mass mp

– gives states with p(n).p(n) = −m2
p.

We now analyze the contribution to G+ from these single particle states

G′+(x1, x2) =
∑
n

′
eip(n).(x1−x2) 〈Ω|φ(0)|n〉〈n|φ(0)|Ω〉

=

∫
d3p

2E~p
eip.(x1−x2) 〈Ω|φ(0)|~p〉〈~p|φ(0)|Ω〉

|~p〉: single particle states of momentum ~p, mass mp and energy E~p =
√
~p 2 +m2

p
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Claim: 〈Ω|φ(0)|~p〉 is independent of ~p, i.e. 〈Ω|φ(0)|~p〉 = 〈Ω|φ(0)|~p ′〉

Proof: Given a single particle state |~p〉, a state |~p ′〉 with a nearby momentum
~p ′ may be related to |~p〉 by Lorentz transformation:

|~p ′〉 = |~p〉′ =
(

1 +
1

2
iε ωντ J ντ

)
|~p〉

for some ωντ and some small ε.

We now use

[J ντ , φ(x)] = i(xν∂τφ− xτ∂νφ) ⇒ [J ντ , φ(0)] = 0

and 〈Ω|J µν = 0, to write

〈Ω|φ(0)

(
1 +

1

2
iε ωντ J ντ

)
|~p〉 = 〈Ω|

(
1 +

1

2
iε ωντ J ντ

)
φ(0)|~p〉 = 〈Ω|φ(0)|~p〉

Once we have proven 〈Ω|φ(0)|~p〉 = 〈Ω|φ(0)|~p ′〉 for infinitesimal Lorentz trans-
formation, it also holds for finite Lorentz transformation.

This gives

〈Ω|φ(0)|~p〉〈~p|φ(0)|Ω〉 =
1

(2π)3
Z, (Z = some constant)
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We have

G+(x1, x2) =

∫
d3p

2E~p
eip.(x1−x2) 〈Ω|φ(0)|~p〉〈~p|φ(0)|Ω〉

〈Ω|φ(0)|~p〉〈~p|φ(0)|Ω〉 =
1

(2π)3
Z

This gives

G′+(x1, x2) =
Z

(2π)3

∫
d3p

2E~p
eip.(x1−x2) =

Z

(2π)3

∫
d4p δ(−p2 −m2

p)H(p0) eip.(x1−x2)

= Z ∆+(x1, x2;mp)

Compare this with the full expression for G+:

G+(x1, x2) =

∫ ∞
0

du f(u) ∆+(x1, x2;
√
u)

From this we see that the contribution of single particle states of mass mp to
f(u) is given by:

fs(u) = Z δ(u−m2
p)
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From this we can find the contribution to G(x1, x2) due to the single particle
intermediate states.

Recall:

G(x1, x2) =

∫ ∞
0

du f(u) ∆F (x1, x2;
√
u)

Since single particle contribution to f(u) is Z δ(u − m2
p), its contribution to

G(x1, x2) is:

G(x1, x2) =

∫ ∞
0

duZ δ(u−m2
p) ∆F (x1, x2;

√
u) + · · · = Z ∆F (x1, x2;mp) + · · ·

· · ·: contributions from other states.

We now translate this to the momentum space Green’s function:

G̃(p1, p2) =

∫
d4x1d

4x2 e
−i(p1.x1+p2.x2)G(x1, x2)

= Z

∫
d4x1d

4x2 e
−i(p1.x1+p2.x2) ∆F (x1, x2;mp) + · · ·

= Z (2π)4 δ(4)(p1 + p2)
i

−p2
1 −m2

p + iε
+ · · ·

This shows that a single particle state of mass mp produces a pole in G̃(p1, p2)
at p2

1 = −m2
p.

Conversely, by finding the pole locations of G̃(p1, p2) in the variable p2
1, we can

determine the mass of the particle.

We shall now describe how to do this in perturbation expansion.

Note: This analysis goes through for two point function of any pair of scalar
operators, e.g.

〈Ω|T (φ(x1)
2φ(x2)

4)|Ω〉
It also goes through with few modification for tensor operators like φ(x)∂µ∂νφ(x).
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We introduce the notion of truncated, one particle irreducible (1PI) Green’s
functions.

Truncated: Remove the external propagator factors:
n∏
i=1

i

−p2
i −m2 + iε

1PI: Remove all Feynman diagrams that fall apart into two disjoint parts by
cutting one internal propagator.

Example of diagrams to be discarded in the evaluation of 1PI 2-point function:

We shall denote by iΣ(p2
1) the sum of all the truncated 1PI 2-point Green’s

function without the (2π)4δ(4)(p1 + p2) factor.

Example of contributions to iΣ(p2
1):

iΣ(p21) = + + + · · ·

We can now express G̃(p1, p2) as:

+ iΣ(p21) + iΣ(p21) iΣ(p21)

+ iΣ(p21) iΣ(p21) + · · ·iΣ(p21)
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+ iΣ(p21) + iΣ(p21) iΣ(p21)

+ iΣ(p21) iΣ(p21) + · · ·iΣ(p21)

This gives

G̃(p1, p2) = (2π)4 δ(4)(p1 + p2)
[ i

−p2
1 −m2 + iε

+

(
i

−p2
1 −m2 + iε

)2

iΣ(p2
1)

+

(
i

−p2
1 −m2 + iε

)3 (
iΣ(p2

1)
)2

+ · · ·
]

= (2π)4 δ(4)(p1 + p2)
i

−p2
1 −m2 + Σ(p2

1) + iε

Since m2
p is the location of the pole in −p2

1, we can write

m2
p −m2 + Σ(−m2

p) = 0 ⇒ m2
p = m2 − Σ(−m2

p)

Since Σ(−p2) has an expansion starting at order λ, we can treat it as small
and solve the equation iteratively.

Leading order
m2
p = m2

Next order
m2
p = m2 − Σ(−m2)

Next order
m2
p = m2 − Σ(−m2 + Σ(−m2))

etc.

This determines mp in terms of m and λ.
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25 S-matrix

We have seen how to extract the masses of physical particles from the analysis
of the 2-point Green’s function.

We shall now how to calculate scattering amplitudes from the analysis of n-
point Green’s functions.

Goal: Compute the probability of observing a certain outcome, like m particles
going out along some specific directions, when we collide n particles with each
other.

For this we need to first go back to free field theory.

φ(t, ~r) =

∫
d3p

(2π)3/2
ei~p.~r

1√
2E~p

(a(t, ~p) + a(t,−~p)†)

Work at t = 0 and define

|f〉 =

∫
d3r f(~r)φ(0, ~r)|0〉 =

∫
d3r f(~r)

∫
d3p

(2π)3/2
e−i~p.~r

1√
2E~p

a(~p)†|0〉

f(~r): some function whose choice will be specified later.

Define the state
|~p〉 =

√
2E~p a(~p)†|0〉

and the function

f̃(~p) =

∫
d3r

(2π)3/2
e−i~p.~r f(~r)

Then

|f〉 =

∫
d3p√
2E~p

f̃(~p) a(~p)†|0〉 =

∫
d3p

2E~p
f̃(~p) |~p〉

We shall choose f̃(~p) to be a gaussian centered around some momentum ~k.

f̃(~p) = σ−3/4 e−(~p−~k)2/(2σ) ⇒ f(~r) = σ3/4 ei
~k.~r e−σ~r

2/2
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|~p〉 =
√

2E~p a(~p)†|0〉

|f〉 =

∫
d3r f(~r)φ(0, ~r)|0〉 =

∫
d3p

2E~p
f̃(~p) |~p〉

f̃(~p) =

∫
d3r

(2π)3/2
e−i~p.~r f(~r)

f̃(~p) = σ−3/4 e−(~p−~k)2/(2σ) ⇒ f(~r) = σ3/4 ei
~k.~r e−σ~r

2/2

Interpretation in the language of quantum mechanics:

Since |~p〉 is interpreted as the momentum eigenstate of a single particle of
eigenvalue ~p, f̃(~p) is the momentum space wave-function of the particle

⇒ f(~r) should be interpreted as position space wave-function

This shows that the particles states whose position space wave-functions are
localized around ~r = 0 are obtained by acting on |0〉 by φ(0, ~r) around ~r = 0

– by translation invariance, this statement holds for any point in space.

We shall choose
√
σ to be small compared to |~k| so that the width of the

distribution in the momentum space is small compared to the central value of
the momentum

In that case the E~p factors in the integrand remain almost constant

– can be approximated by E~k and taken out of the integral.
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We have been using Heisenberg picture.

We shall continue to do so.

However let us ask, how the state |f〉 would have looked if we used Schrodinger
picture to evolve it is time.

Non-relativistic QM: In position space, the peak will move according to classical
equations of motion and the width will increase with time as

√
|t|

We shall now see that the same is true in this case, except that the peak will
move along the trajectory of a relativistic particle.

|t, f〉: The state |f〉 at time t if it evolves according to the Schrodinger picture

i
∂

∂t
|t, f〉 = H|t, f〉, |0, f〉 = |f〉

Trial solution: ∫
d3p

2E~p
f̃(t, ~p) |~p〉

for some function f̃(t, ~p)

Then, using H|~p〉 = E~p|~p〉, we get

i
∂f̃(t, ~p)

∂t
= E~p f̃(t, ~p), f̃(0, ~p) = f̃(~p) ⇒ f̃(t, ~p) = e−i E~p t f̃(~p)

Therefore in all our earlier formulae we simply have to replace f̃(~p) by e−i E~p t f̃(~p).

This gives

|t, f〉 =

∫
d3r f(t, ~r)φ(0, ~r)|0〉, f(t, ~r) =

∫
d3p

(2π)3/2
ei~p.~r e−i E~p t f̃(~p)
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|t, f〉 =

∫
d3r f(t, ~r)φ(0, ~r)|0〉, f(t, ~r) =

∫
d3p

(2π)3/2
ei~p.~r e−i E~p t f̃(~p)

f(t, ~r) =

∫
d3p

(2π)3/2
ei~p.~r e−i E~p t σ−3/4 e−(~p−~k)2/(2σ)

Recall that we have taken σ to be small so that the ~p integral is limited to
within about

√
σ of ~k.

Therefore, we can evaluate the ~p integral by expanding the rest of the terms in
Taylor series expansion around ~k.

Let us define ~q = ~p− ~k. Then

f(t, ~r) '
∫

d3q

(2π)3/2
ei(~q+

~k).~r e−i (E~k+~v~k.~q)t σ−3/4 e−~q
2/(2σ)

where,

(~v~k)i =
∂E~k
∂ki

=
ki
E~k
, using E~k =

√
~k2 +m2

~v~k has the interpretation of the velocity of a particle carrying momentum ~k.

This gives

f(t, ~r) '
∫

d3q

(2π)3/2
ei
~k.~r e−i E~k t σ−3/4 e−~q

2/(2σ)+i~q.~r−i~q.~v~k t

=

∫
d3q

(2π)3/2
ei
~k.~r e−i E~k t σ−3/4 e−(~q−iσ ~r+iσ ~k)2/(2σ)−σ(~r−~v~k t)

2/2

= σ3/4 ei
~k.~r e−i E~k t e−σ(~r−~v~k t)

2/2

– a gaussian peaked around ~r = ~v~k t.

Note: In the approximation we have make, we do not see the increase in the
width, but this can be seen by keeping terms of order ~q 2 in the expansion of
E~p.
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Now consider multi-particle states:

|~p1, · · · , ~pn〉 =
n∏
i=1

{√
2E~pi a(~pi)

†
}
|0〉

|f1, · · · , fn〉 =

∫ n∏
i=1

{
d3ri fi(~ri)φ(0, ~ri)

}
|0〉 =

∫ n∏
i=1

{
d3pi
2E~pi

f̃i(~pi)

}
|~p1, · · · , ~pn〉

We shall choose

f̃i(~pi) = σ−3/4 e−(~pi−~ki)2/(2σ), ~ki 6= ~kj

⇓

fi(~ri) =

∫
d3pi

(2π)3/2
ei~pi.~ri f̃i(~pi) = σ3/4 ei

~ki.~ri e−σ~r
2
i /2

Note: The wave-functions fi(~ri) all peak around ~ri = 0.

Denote by |t, f1, · · · , fn〉 the same state at time t if we use the Schrodinger
representation.

Since

H|~p1, · · · , ~pn〉 =

(
n∑
i=1

E~pi

)
|~p1, · · · , ~pn〉

we can find |t, f1, · · · , fn〉 using the same procedure as before.

Ex. Result: f̃i(~pi)→ f̃i(t, ~pi) = e−iE~pit f̃i(~pi)

|t, f1, · · · , fn〉 =

∫ n∏
i=1

{
d3ri fi(t, ~ri)φ(0, ~ri)

}
|0〉

fi(t, ~ri) = σ3/4 ei
~ki.~ri e

−i E~ki t e
−σ(~ri−~v~ki t)

2/2

For large |t|, the peaks get well separated

The width increases as
√
|t| but since the separation increases as |t|, for large

|t| we can approximate the states as a set of well separated particles.
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Now we turn to the interacting theory.

We assume the existence of single particles states of mass mp.

|~p〉: single particle states of mass mp, momentum ~p and energy E~p =
√
~p 2 +m2

p,

normalized as:
〈~p|~p ′〉 = 2E~p δ

(3)(~p− ~p ′)
Define the state:

|f〉 =

∫
d3p

2E~p
f̃(~p) |~p〉, f(~p) = σ−3/4 e−(~p−~k)2/(2σ)

In the Schrodinger picture, the state at time t would have the form:∫
d3p

2E~p
f̃(t, ~p) |~p〉, f̃(t, ~p) = e−i E~p t f̃(~p)

Interpretation: f̃(t, ~p): momentum space wave-function at time t

Its Fourier transform f(t, ~r) will have the interpretation of position space wave-
function at time t:

f(t, ~r) ' σ3/4 ei
~k.~r e−i E~k t e−σ(~r−~v~k t)

2/2

– peaks along the classical trajectory ~r = ~v~k t.

Note: Now ~v~k denotes the velocity of a particle of momentum ~k and mass mp.
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Consider now multi-particle states.

From physical consideration it is clear that at any time t, there should be a
state in which n particles are moving along widely separated trajectories which
will eventually intersect at some space-time point in the future.

We shall take this space-time point to be at the origin (t = 0, ~r = 0).

There is a state which in the far past appears to have n particles moving along
the trajectories

~ri = ~v~ki t, i = 1, 2, · · · , n
with wave-function:

f̃i(t, ~p) = e−i E~p t f̃i(~p) = e−i E~pt σ−3/4 e−(~p−~ki)2/(2σ), fi(t, ~ri) ' σ3/4 ei
~ki.~ri e

−i E~ki t e
−σ(~ri−~v~ki t)

2/2

If we do any local experiment around ~ri = ~v~ki t, the state will be indistinguish-
able from the single particle state∫

d3p

2E~p
f̃i(t, ~p) |~p〉

Postulate: At t = 0, there is a basis of states labelled as |~p1, · · · , ~pn〉in such that
the state: ∫ n∏

i=1

{
d3pi
2E~pi

f̃i(t, ~pi)

}
|~p1, · · · , ~pn〉in

gives the state described above for large negative t.
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We can repeat the analysis for future trajectories.

At any time, there should be a state in which there are n particles moving
along widely separated trajectories, which intersect at some space-time point
in the past.

We shall take this space-time point to be at the origin (t = 0, ~r = 0).

There is a state which in the far future appears to have n particles moving
along the trajectories

~ri = ~v~ki t, i = 1, 2, · · · , n

with wave-function:

f̃i(t, ~p) = e−i E~p t f̃i(~p) = e−i E~pt σ−3/4 e−(~p−~ki)2/(2σ), fi(t, ~ri) ' σ3/4 ei
~ki.~ri e

−i E~ki t e
−σ(~ri−~v~ki t)

2/2

If we do any local experiment around ~ri = ~v~ki t, the state will be indistinguish-
able from the single particle state∫

d3p

2E~p
f̃i(t, ~p) |~p〉

Postulate: At t = 0, there is a basis of states labelled as |~p1, · · · , ~pn〉out such
that the state: ∫ n∏

i=1

{
d3pi
2E~pi

f̃i(t, ~pi)

}
|~p1, · · · , ~pn〉out

gives the state described above for large positive t.
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Summary of postulates:

1. At t = 0, there is a basis of states labelled as |~p1, · · · , ~pn〉in such that the
state: ∫ n∏

i=1

{
d3pi
2E~pi

f̃i(t, ~pi)

}
|~p1, · · · , ~pn〉in

describes n widely separated particles moving along the trajectories ~ri = ~v~ki t,

with momentum space wave function f̃i(t, ~pi) = f̃i(~pi) e
−iE~pit, for large negative

t.

2. At t = 0, there is a basis of states labelled as |~p1, · · · , ~pn〉out such that the
state: ∫ n∏

i=1

{
d3pi
2E~pi

f̃i(t, ~pi)

}
|~p1, · · · , ~pn〉out

describes n widely separated particles moving along the trajectories ~ri = ~v~ki t,

with momentum space wave function f̃i(t, ~pi) = f̃i(~pi) e
−iE~pit, for large positive

t.

If
|~p1, · · · , ~pn〉in = |~p1, · · · , ~pn〉out

then incoming particles in the far past along the trajectories ~ri = ~v~ki t with

momentum space wave function f̃i(~pi) e
−iE~pit will evolve to outgoing particles

in the far future along the trajectories ~ri = ~v~ki t with momentum space wave

function f̃i(~pi) e
−iE~pit.

This is what happens in the free K-G theory.

But we do not expect this in an interacting theory like φ4 theory.

We define the S-matrix:

S(~q1, · · · , ~qm|~p1, · · · , ~pn) = out〈~q1, · · · , ~qm|~p1, · · · , ~pn〉in
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S(~q1, · · · , ~qm|~p1, · · · , ~pn) = out〈~q1, · · · , ~qm|~p1, · · · , ~pn〉in

– should reflect the probability amplitude for scattering of a set of incom-
ing states of momenta p1, · · · , pn to a set of outgoing particles of momenta
q1, · · · , qm.

1. How do we calculate this?

– LSZ (Lehmann, Symanzik, Zimmermann) formalism

2. How do we relate this to experimental measurement?

– has different answers in different applications, e.g. in particle physics, con-
densed matter physics and cosmology.

We shall focus on the particle physics viewpoint.
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Energy and momentum eigenvalues of |p1, · · · , pn〉in and |p1, · · · , pn〉out:

Since energy and momenta are conserved, we can calculate them by evolving
the state backward or forward in time.

Recall that ∫ n∏
i=1

{
d3pi
2E~pi

f̃i(~pi)

}
|~p1, · · · , ~pn〉in

when evolved backward using the Schrodinger equation to large negative t,
describes n widely separated particles moving along the trajectories ~ri = ~v~ki t

with momentum space wave function f̃i(~pi) e
−iE~pit.

For small σ, f̃i(~pi) is sharply localized around ~pi = ~ki, and this state has
momentum

∑n
i=1

~ki and energy
∑n

i=1E~ki

Therefore we conclude:

~P |~k1, · · · , ~kn〉in =

(
n∑
i=1

~ki

)
|~k1, · · · , ~kn〉in, H|~k1, · · · , ~kn〉in =

(
n∑
i=1

E~ki

)
|~k1, · · · , ~kn〉in

The same result can be proved for the out states by evolving them forward in
time.

Similar result holds for other conserved charges.

We also have the results:

|~k1〉in = |~k1〉out, |Ω〉in = |Ω〉out

222



26 S-matrix

We have introduced in and out states:

|~k1, · · · , ~kn〉in and |~k1, · · · , ~kn〉out

Intuitive understanding:

|~k1, · · · , ~kn〉in represents a state at t = 0, which, when evolved to large negative
t by Schroginger equation, describes n well separated particles of momentum
~k1, · · · , ~kn.

This cannot be strictly true, since single particle momentum eigenstates have
infinite spread in position space, and the wave-functions of the n particles will
continue to overlap even in the far past.

Solution: Spread out the momentum a bit around ~ki by smearing function
f̃i(~p) so that the position space wave-functions are localized around classical
trajectories.

In that case, by going sufficiently far back in the past, we can make the wave-
functions non-overlapping and the earlier interpretation holds.

In a similar spirit, |~k1, · · · , ~kn〉out represents a state at t = 0, which, when
evolved to large positive t by Schroginger equation, describes n well separated
particles of momentum ~k1, · · · , ~kn.

For many applications, we can just use this simplistic view, keeping the idea
of the smearing function at the back of our mind.
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We derived the relations:

~P |~k1, · · · , ~kn〉in =

(
n∑
i=1

~ki

)
|~k1, · · · , ~kn〉in, H|~k1, · · · , ~kn〉in =

(
n∑
i=1

E~ki

)
|~k1, · · · , ~kn〉in

The same result can be proved for the out states by evolving them forward in
time.

Similar result holds for other conserved charges.

We also have the results:

|~k1〉in = |~k1〉out, |Ω〉in = |Ω〉out
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How do we calculate

S(~q1, · · · , ~qm|~p1, · · · , ~pn) = out〈~q1, · · · , ~qm|~p1, · · · , ~pn〉in
in an interacting scalar field theory?

Go back to some results in the free K-G theory:

φ(t, ~r) =
1

(2π)3/2

∫
d3p φ̃(t, ~p) ei~p.~r =

1

(2π)3/2

∫
d3p ei~p.~r

1√
2E~p

(a(t, ~p) + a(t,−~p)†)

=
1

(2π)3/2

∫
d3p ei~p.~r

1√
2E~p

(
a(~p) e−iE~pt + a(−~p)† eiE~pt

)
a(~p) = a(0, ~p), a(~p)† = a(0, ~p)†

Define

g~p(t, ~r) =
1

(2π)3/2
ei~p.~r−iE~pt

1√
2E~p

A
←−−→
∂tB = A∂tB − (∂tA)B

Ex. Check that

i a(~p)† =

∫
d3r g~p(t, ~r)

←−−→
∂t φ(t, ~r), −i a(~p) =

∫
d3r g~p(t, ~r)

∗
←−−→
∂t φ(t, ~r)

Note: Even though rhs seems to have time dependence, it is actually
time independent.

In the interacting theory we define g~p as before with m replaced by mp, and
define

i a(t, ~p)† =

∫
d3r g~p(t, ~r)

←−−→
∂t φ(t, ~r), −i a(t, ~p) =

∫
d3r g~p(t, ~r)

∗
←−−→
∂t φ(t, ~r)

– no longer time independent.

Ex. Check that (no need for equation of motion of φ)

∂t a(t, ~p)† = −i
∫
d3r g~p(t, ~r) (−� +m2

p)φ(t, ~r),

∂t a(t, ~p) = i

∫
d3r g~p(t, ~r)

∗ (−� +m2
p)φ(t, ~r), � = −∂2

t + ~∇2
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Define

ain(~p)
† =

1√
Z

lim
T→∞

a(−T (1− iε), ~p)†

Z: Constant fixed earlier via

〈Ω|φ(0)|~p〉 =
√
Z/(2π)3/2

Similarly, we define:

ain(~p) =
1√
Z

lim
T→∞

a(−T (1− iε), ~p)

aout(~p)
† =

1√
Z

lim
T→∞

a(T (1− iε), ~p)†, aout(~p) =
1√
Z

lim
T→∞

a(T (1− iε), ~p)

Note † does not act on iε.

Claim (to be proved later):

ain(~p1)
†|~p2, · · · , ~pn〉in =

1√
2E~p1

|~p1, · · · , ~pn〉in

out〈~p2, · · · , ~pn|aout(~p1) =
1√
2E~p1

out〈~p1, · · · , ~pn|

ain(~p)|~p1, · · · , ~pn〉in =
n∑
i=1

√
2E~pi δ

(3)(~p− ~pi) |~p1, · · · ~pi−1, ~pi+1, · · · , ~pn〉in

out〈~p1, · · · , ~pn|aout(~p)† =
n∑
i=1

√
2E~pi δ

(3)(~p− ~pi) out〈~p1, · · · ~pi−1, ~pi+1, · · · , ~pn|

Therefore ain, a
†
in and aout, a

†
out act as creation / annihilation operators on the

in and the out states.

We shall first assume this and see what it gives.
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S(~q1, · · · , ~qm|~p1, · · · , ~pn) = out〈~q1, · · · , ~qm|~p1, · · · , ~pn〉in

=
√

2E~p1 out〈~q1, · · · , ~qm|ain(~p1)
†|~p2, · · · , ~pn〉in

We shall proceed by assuming that none of the qi’s are equal to any of the pi’s.

Otherwise we shall get extra ‘forward scattering terms’.

S(~q1, · · · , ~qm|~p1, · · · , ~pn) =
√

2E~p1 out〈~q1, · · · , ~qm|(ain(~p1)
† − aout(~p1)

†)|~p2, · · · , ~pn〉in

Using

ain(~p)
† =

1√
Z

lim
T→∞

a(−T (1− iε), ~p)†, aout(~p)
† =

1√
Z

lim
T→∞

a(T (1− iε), ~p)†

we can express the S-matrix as:

−Z−1/2
√

2E~p1 out〈~q1, · · · , ~qm|
∫ T (1−iε)

−T (1−iε)
dt ∂ta(t, ~p1)

†|~p2, · · · , ~pn〉in

Using

∂t a(t, ~p)† = −i
∫
d3r g~p(t, ~r) (−� +m2

p)φ(t, ~r)

we get,

i Z−1/2
√

2E~p1

∫
d4x g~p1

(x) (−� +m2
p) out〈~q1, · · · , ~qm|φ(x)|~p2, · · · , ~pn〉in

∫
d4x =

∫ T (1−iε)

−T (1−iε)
dt

∫
d3r, x = (t, ~r)

We rename x as x1 to write this as:

i Z−1/2
√

2E~p1

∫
d4x1 g~p1

(x1) (−�x1
+m2

p) out〈~q1, · · · , ~qm|φ(x1)|~p2, · · · , ~pn〉in
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i Z−1/2
√

2E~p1

∫
d4x1 g~p1

(x1) (−�x1
+m2

p) out〈~q1, · · · , ~qm|φ(x1)|~p2, · · · , ~pn〉in

= i Z−1/2
√

2E~p1

√
2E~p2

∫
d4x1 g~p1

(x1) (−�x1
+m2

p) out〈~q1, · · · , ~qm|φ(x1)ain(~p2)
†|~p3, · · · , ~pn〉in

= i Z−1/2
√

2E~p1

√
2E~p2

∫
d4x1 g~p1

(x1)

(−�x1
+m2

p) out〈~q1, · · · , ~qm|{φ(x1)ain(~p2)
† − aout(~p2)

†φ(x1)}|~p3, · · · , ~pn〉in

= −i Z−1
√

2E~p1

√
2E~p2

∫
d4x1

∫ T (1−iε)

−T (1−iε)
dt2 g~p1

(x1)

(−�x1
+m2

p) ∂t2 out〈~q1, · · · , ~qm|T (φ(x1)a(t2, ~p2)
†)|~p3, · · · , ~pn〉in

Now use

a(t2, ~p2)
† = −i

∫
d3r2 g~p2

(t2, ~r2)
←−−→
∂t2 φ(t2, ~r2)

to express the S-matrix as:

= (i)2 Z−1
√

2E~p1

√
2E~p2

∫
d4x1

∫
d4x2 g~p1

(x1)

(−�x1
+m2

p) ∂t2

[
g~p2

(t2, ~r2) out〈~q1, · · · , ~qm|T (φ(x1)∂t2φ(t2, ~p2))|~p3, · · · , ~pn〉in

−∂t2g~p2
(t2, ~r2) out〈~q1, · · · , ~qm|T (φ(x1)φ(t2, ~p2))|~p3, · · · , ~pn〉in

]
Use

∂t2T (φ(x1)φ(x2)) = T (φ(x1)∂t2φ(x2))+δ(t1−t2)(φ(x2)φ(x1)−φ(x1)φ(x2)) = T (φ(x1)∂t2φ(x2))

to express the S-matrix as

= (i)2 Z−1
√

2E~p1

√
2E~p2

∫
d4x1

∫
d4x2 g~p1

(x1)

(−�x1
+m2

p) ∂t2

[
g~p2

(t2, ~r2)∂t2 out〈~q1, · · · , ~qm|T (φ(x1)φ(t2, ~p2))|~p3, · · · , ~pn〉in

−∂t2g~p2
(t2, ~r2) out〈~q1, · · · , ~qm|T (φ(x1)φ(t2, ~p2))|~p3, · · · , ~pn〉in

]
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S-matrix is given by

= (i)2 Z−1
√

2E~p1

√
2E~p2

∫
d4x1

∫
d4x2 g~p1

(x1)

(−�x1
+m2

p) ∂t2

[
g~p2

(t2, ~r2)∂t2 out〈~q1, · · · , ~qm|T (φ(x1)φ(t2, ~p2))|~p3, · · · , ~pn〉in

−∂t2g~p2
(t2, ~r2) out〈q1, · · · , qm|T (φ(x1)φ(t2, ~p2))|p3, · · · , pn〉in

]
= (i)2 Z−1

√
2E~p1

√
2E~p2

∫
d4x1

∫
d4x2 g~p1

(x1)

(−�x1
+m2

p)
[
g~p2

(t2, ~r2)∂
2
t2 out〈~q1, · · · , ~qm|T (φ(x1)φ(t2, ~p2))|~p3, · · · , ~pn〉in

−∂2
t2
g~p2

(t2, ~r2) out〈q1, · · · , qm|T (φ(x1)φ(t2, ~p2))|p3, · · · , pn〉in
]

g~p(t, ~r) =
1

(2π)3/2
ei~p.~r−iE~pt

1√
2E~p

⇒ ∂2
t2
g~p2

(t2, ~r2) = −E2
~p2
g~p2

(t2, ~r2) = −(~p 2
2 +m2

p)g~p2
(t2, ~r2) = (~∇2

2−m2
p)g~p2

(t2, ~r2)

We substitute this into the expression for the S-matrix and integrate by parts
in ~r2 to have ~∇2

2 act on the matrix element.

This expresses the S-matrix as

= (i)2 Z−1
√

2E~p1

√
2E~p2

∫
d4x1

∫
d4x2 g~p1

(x1) g~p2
(x2)

(−�x1
+m2

p) (−�x2
+m2

p) out〈~q1, · · · , ~qm|T (φ(x1)φ(x2))|~p3, · · · , ~pn〉in
We can continue this procedure the express the S-matrix as

= (i)n Z−n/2

{
n∏
i=1

√
2E~pi

} ∫
d4x1 · · · d4xn

{
n∏
i=1

g~pi(ti, ~ri)

}
(−�x1

+m2
p) · · · (−�xn +m2

p) out〈~q1, · · · , ~qm|T (φ(x1) · · ·φ(xn))|Ω〉

We now manipulate this as:

out〈q1, · · · , qm|T (φ(x1) · · ·φ(xn))|Ω〉 =
√

2E~q1 out〈~q2, · · · , ~qm|aout(~q1)T (φ(x1) · · ·φ(xn))|Ω〉
=
√

2E~q1 out〈~q2, · · · , ~qm| {aout(~q1)T (φ(x1) · · ·φ(xn))− T (φ(x1) · · ·φ(xn))ain(~q1)} |Ω〉

and express this as time ordered product involving time integral of ∂ta(t, ~q1).
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Ex. Final result:

S(~q1, · · · , ~qm|~p1, · · · , ~pn)

= (i)n+m Z−(m+n)/2

{
n∏
i=1

√
2E~pi

}{
m∏
j=1

√
2E~qj

} ∫
d4x1 · · · d4xn d

4y1 · · · d4ym{
n∏
i=1

g~pi(xi)

}{
m∏
j=1

g~qj(yj)
∗

}
(−�x1

+m2
p) · · · (−�xn +m2

p)(−�y1
+m2

p) · · · (−�ym +m2
p)

〈Ω|T (φ(x1) · · ·φ(xn)φ(y1) · · ·φ(ym))|Ω〉

Use momentum space representation of Green’s function:

〈Ω|T (φ(x1) · · ·φ(xn)φ(y1) · · ·φ(ym))|Ω〉

=

∫ { n∏
i=1

d4ki
(2π)4

}{
m∏
j=1

d4`i
(2π)4

} {
n∏
i=1

eiki.xi

}{
m∏
j=1

ei`j .yj

}
G̃(k1, · · · , kn, `1, · · · , `m)

we get

S(~q1, · · · , ~qm|~p1, · · · , ~pn)

= (i)n+m Z−(m+n)/2

{
n∏
i=1

√
2E~pi

}{
m∏
j=1

√
2E~qj

} ∫
d4x1 · · · d4xn d

4y1 · · · d4ym

∫ { n∏
i=1

d4ki
(2π)4

}{
m∏
j=1

d4`i
(2π)4

} {
n∏
i=1

g~pi(xi)

}{
m∏
j=1

g~qj(yj)
∗

}{
n∏
i=1

eiki.xi

}{
m∏
j=1

ei`j .yj

}
(k2

1 +m2
p) · · · (k2

n +m2
p)(`

2
1 +m2

p) · · · (`2
m +m2

p) G̃(k1, · · · , kn, `1, · · · , `m)

Now use

g~p(x) =
1

(2π)3/2
eip.x

1√
2E~p

, g~q(y)∗ =
1

(2π)3/2
e−iq.y

1√
2E~q

The xi and yj integrals generate{
n∏
i=1

(2π)4 δ(4)(pi + ki)

}{
m∏
j=1

(2π)4 δ(4)(qj − `j)

}
, p0

i = E~pi, q
0
i = E~qi
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This sets ki = −pi, `j = qj and gives

S(~q1, · · · , ~qm|~p1, · · · , ~pn)

= (i)n+m Z−(m+n)/2 (2π)−3(m+n)/2

{
n∏
i=1

(p2
i +m2

p)

}{
m∏
j=1

(q2
j +m2

p)

}
G̃(−p1, · · · ,−pn, q1, · · · , qm)

Note: We have p2
i +m2

p = 0 and q2
j +m2

p = 0.

Therefore only the part of G̃ that has poles at p2
i + m2

p = 0 and q2
j + m2

p = 0
will contribute.

How do we know if G̃ has such poles?

Feynman diagram representation:

G̃

G̃

G̃

G̃

Γ̃

Γ̃: amputated Green’s function

Recall: Near p2
1 +m2

p = 0,

G̃(p1, p2) ' (2π)4 δ(4)(p1 + p2)Z
i

−p2
1 −m2

p + iε

⇒ S(~q1, · · · , ~qm|~p1, · · · , ~pn) = Z(m+n)/2 (2π)−3(m+n)/2 Γ̃(−p1, · · · ,−pn, q1, · · · , qm)
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27 LSZ formalism

In the last lecture we found the expression for the S-matrix in terms of the
momentum space Green’s function, assuming certain relations:

ain(~p1)
†|~p2, · · · , ~pn〉in =

1√
2E~p1

|~p1, · · · , ~pn〉in

out〈~p2, · · · , ~pn|aout(~p1) =
1√
2E~p1

out〈~p1, · · · , ~pn|

ain(~p)|~p1, · · · , ~pn〉in =
n∑
i=1

√
2E~pi δ

(3)(~p− ~pi) |~p1, · · · ~pi−1, ~pi+1, · · · , ~pn〉in

out〈~p1, · · · , ~pn|aout(~p)† =
n∑
i=1

√
2E~pi δ

(3)(~p− ~pi) out〈~p1, · · · ~pi−1, ~pi+1, · · · , ~pn|

We shall now try to justify these relations.
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Recall some definitions:

i a(t, ~p)† =

∫
d3r g~p(t, ~r)

←−−→
∂t φ(t, ~r)

ain(~p)
† =

1√
Z

lim
T→∞

a(−T (1− iε), ~p)†

We shall first try to prove that

ain(~p)
†|Ω〉 =

1√
2E~p

|~p〉in =
1√
2E~p

|~p〉

Write

a(t, ~p)†|Ω〉 =
∑
α

|α〉〈α|a(t, ~p)†|Ω〉

= −i
∫
d3r g~p(t, ~r)

←−−→
∂t
∑
α

|α〉〈α|φ(t, ~r)|Ω〉

Recall

〈α|φ(t, ~r)|Ω〉 = e−i~p(α).~r+iE(α)t〈α|φ(0)|Ω〉, g~p(t, ~r) =
1

(2π)3/2
ei~p.~r−iE~pt

1√
2E~p

Integration over ~r now gives (2π)3δ(3)(~p− ~p(α)).

←−−→
∂t bring down a factor of i(E(α) + E~p)

a(t, ~p)†|Ω〉 = −i 1

(2π)3/2

1√
2E~p

(2π)3
∑
α

δ(3)(~p− ~p(α)) i(E(α) + E~p) e
i(E(α)−E~p)t

|α〉〈α|φ(0)|Ω〉
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a(t, ~p)†|Ω〉 =
1

(2π)3/2

1√
2E~p

(2π)3
∑
α

δ(3)(~p− ~p(α)) (E(α) + E~p) e
i(E(α)−E~p)t

|α〉〈α|φ(0)|Ω〉

We need to set t = −T (1 − iε), take T → ∞ limit and multiply by 1/
√
Z to

get ain(~p)
†

ei(E(α)−E~p)t → e−i(E(α)−E~p)T−(E(α)−E~p)T ε

As T →∞, the lowest E(α) state has the dominant contribution.

|Ω〉 cannot contribute since ~p(α) = 0 and the δ(3)(~p− ~p(α)) make it vanish.

Next best choice: Single particle state of momentum ~p

In the T →∞ limit we can ignore all other contributions.

Recall that for single particle states of momentum ~q,
∑

α →
∫
d3q/(2E~q)

Also 〈~q|φ(0)|Ω〉 =
√
Z/(2π)3/2.

This gives

ain(~p)
†|Ω〉 =

1√
Z

1

(2π)3/2

1√
2E~p

(2π)3

∫
d3q

2E~q
δ(3)(~p− ~q) e−iT (1−iε)(E~q−E~p) (E~q + E~p) |~q〉

√
Z

(2π)3/2

=
1√
2E~p

|~p〉

This is the desired relation.
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Next we shall try to prove

ain(~p)|~p1〉in =
√

2E~p1
δ(3)(~p− ~p1) |Ω〉in

Recall

−i a(t, ~p) =

∫
d3r g~p(t, ~r)

∗
←−−→
∂t φ(t, ~r), ain(~p) =

1√
Z

lim
T→∞

a(−T (1− iε), ~p)

Write

a(t, ~p)|~p1〉in =
∑
α

|α〉〈α|a(t, ~p)|~p1〉in

= i

∫
d3r g~p(t, ~r)

∗
←−−→
∂t
∑
α

|α〉〈α|φ(t, ~r)|~p1〉in

Using [Pµ, φ(x)] = i∂µφ(x), we get

i∂µ〈α|φ(t, ~r)|~p1〉in = 〈α|[Pµ, φ(t, ~r)]|~p1〉in = (p(α)−p1)µ〈α|φ(t, ~r)|~p1〉in, p0
1 = E~p1

This gives

〈α|φ(t, ~r)|~p1〉in = e−i(p(α)−p1).x〈α|φ(0)|~p1〉in = e−i(~p(α)−~p1).~r+i(E(α)−E~p1)t〈α|φ(0)|~p1〉in
Also recall

g~p(t, ~r)
∗ =

1

(2π)3/2
e−i~p.~r+iE~pt

1√
2E~p

a(t, ~p)|~p1〉in = i

∫
d3r

1

(2π)3/2
e−i~p.~r+iE~pt

1√
2E~p

←−−→
∂t
∑
α

|α〉e−i(~p(α)−~p1).~r+i(E(α)−E~p1)t〈α|φ(0)|~p1〉in

Integration over ~r now gives (2π)3δ(3)(~p+ ~p(α) − ~p1).

←−−→
∂t bring down a factor of i(E(α) − E~p1

− E~p)

a(t, ~p)|~p1〉in = i
1

(2π)3/2

1√
2E~p

(2π)3
∑
α

δ(3)(~p+ ~p(α) − ~p1) i(E(α) − E~p1
− E~p)

ei(E(α)−E~p1+E~p)t |α〉〈α|φ(0)|~p1〉in
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a(t, ~p)|~p1〉in = i
1

(2π)3/2

1√
2E~p

(2π)3
∑
α

δ(3)(~p+ ~p(α) − ~p1) i(E(α) − E~p1
− E~p)

ei(E(α)−E~p1+E~p)t |α〉〈α|φ(0)|~p1〉in

We need to set t = −T (1 − iε), take T → ∞ limit and multiply by 1/
√
Z to

get ain(~p)

ei(E(α)−E~p1+E~p)t → e−i(E(α)−E~p1+E~p)T−(E(α)−E~p1+E~p)T ε

As T →∞, the lowest E(α) state has the dominant contribution.

|Ω〉 gives the leading contribute with E(α) = 0, ~p(α) = 0.

Presence of δ(3)(~p− ~p1) factor now allows us to set E~p = E~p1
.

Also 〈Ω|φ(0)|~p1〉 =
√
Z/(2π)3/2.

This gives

ain(~p)|~p1〉in =
1√
Z
i

1

(2π)3/2

1√
2E~p

(2π)3 δ(3)(~p− ~p1)(−i) (E~p1
+ E~p)

√
Z

(2π)3/2
|Ω〉

=
√

2E~p1
δ(3)(~p− ~p1) |Ω〉

This is the desired relation.

236



We shall now prove the general case.{
n∏
i=1

√
2E~pi

}
ain(~p1)

† · · · ain(pn)†|Ω〉 = |~p1, ~p2, · · · , ~pn〉in

Consider
n∏
i=1

{∫
d3pi
2E~pi

f̃i(~pi)

}
× above equation, f̃i(~pi) = σ−3/4 e−(~pi−~ki)2/(2σ)

If our claim is correct, then when we evolve this state to large negative t

using the Schrodinger equation, the lhs should have the interpretation that it
describes n particles with momenta ~k1, · · · , ~kn, moving along the trajectories
~ri = ~ki t, with momentum space wave-function f̃i(t, ~pi).

We already know that this is true for n = 1.

Consider the i-th term in the product:∫
d3p√
2E~p

f̃i(~p)ain(~p)
† =

1√
Z

∫
d3p√
2E~p

f̃i(~p)a(t′, ~p)† at t′ = −T (1− iε)

= − i√
Z

∫
d3p√
2E~p

f̃i(~p)

∫
d3r g~p(t

′, ~r)
←−−→
∂t′ φ(t′, ~r)

= − i√
Z

∫
d3p√
2E~p

f̃i(~p)

∫
d3r

1

(2π)3/2
ei~p.~r−iE~pt

′ 1√
2E~p

←−−→
∂t′ φ(t′, ~r)

Do the integration over ~p using the fact that f̃i is sharpely peaked around E~ki:∫
d3p

2E~p

1

(2π)3/2
f̃i(~p) e

i~p.~r−iE~pt′ ' 1

2E~ki

∫
d3p

1

(2π)3/2
f̃i(~p) e

i~p.~r−iE~pt′ =
1

2E~ki
fi(t

′, ~r)

fi(t, ~r) ' σ3/4 ei
~ki.~r e

−i E~ki t e
−σ(~r−~v~ki t)

2/2

This gives∫
d3p√
2E~p

f̃i(~p)ain(~p)
† ' − i√

Z

1

2E~ki

∫
d3r fi(t

′, ~r)
←−−→
∂t′ φ(t′, ~r)
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∫
d3p√
2E~p

f̃i(~p)ain(~p)
† ' − i√

Z

1

2E~ki

∫
d3r fi(t

′, ~r)
←−−→
∂t′ φ(t′, ~r), t′ = −T (1−iε)

fi(t
′, ~r) ' σ3/4 ei

~ki.~r e
−i E~ki t

′
e
−σ(~r−~v~ki t

′)2/2

fi(t
′, ~r) is a wave-packet localized around ~r = ~v~kit

′.

As long as ~ki 6= ~kj, the wave-packets for different i’s are non-overlapping for
large T .

⇒ each factor acts independently, as if it is acting on the vacuum.

We have already seen that each factor, acting on the vacuum, creates the
desired single particle state with the desired wave-function.

Therefore the product of all the factors create the desired multi-particle state
with the correct wave-function.

Similar argument can be used to prove the relation:

ain(~p)|~p1, · · · , ~pn〉in =
n∑
i=1

√
2E~pi δ

(3)(~p− ~pi) |~p1, · · · ~pi−1, ~pi+1, · · · , ~pn〉in

Since after taking the convolution with f̃i(~pi), different ain(~pi)
† factors act in-

dependently, the action of ain(~p) on the state can be studied independently for
each ain(~pi)

†.

This in turn is determined by the result for ain(~p)|~p1〉in derived earlier.
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28 Scattering cross section

We have learned how to compute S-matrix in perturbation theory.

How do we relate the S-matrix to physically measurable quantities?

Direct relation: Via scattering experiments.

Fixed target:

→
~k2

L−→←−•••••••••

•

•••
••••••

•••••••••

−→ z

Consider a stationary slab of φ particles of width L and large area, kept parallel
to the x-y plane, filling the region −L/2 < z < L/2.

Take a φ particle at z = −L̃, x = y = 0, at t = t0 and throw it towards the
slab with momentum ~k2 = (0, 0, k2z).

Note: These numbers will have to be understood as peaks of the wave-function
of the particle in position / momentum space.

The particle will eventually hit the slab at some time, taken to be t = 0.

Question: After the collision, what is the probability of finding m φ particles
with momenta ~q1, · · · , ~qm lying inside some range R?

Collider: A φ particle collides with a beam of φ particle moving in the opposite
direction

– equivalent to a moving slab in the z direction, with each particle carrying
momentum ~k1 = (0, 0, k1z).
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Goal: Express the result in terms of the S-matrix which we have learned to
calculate.

General structure of the S-matrix

S(~q1, · · · , ~qm|~p1, · · · , ~pn) = out〈~q1, · · · , ~qm|~p1, · · · , ~pn〉in

=
m∏
i=1

(2E~qi)
n∏
i=1

(2E~pi)
[
δmn δ

(3)(~p1 − ~q1) · · · δ(3)(~p2 − ~q2) · · · δ(3)(~pn − ~qn) + permutations of ~p1, · · · , ~pn
]

+ i T (~q1, · · · , ~qm|~p1, · · · , ~pn)

– defines T- matrix.

T-matrix has the structure

T (~q1, · · · , ~qm|~p1, · · · , ~pn) = (2π)4δ(4)

(
m∑
i=1

qi −
n∑
j=1

pj

)
(2π)−3(m+n)/2M(~q1, · · · , ~qm|~p1, · · · , ~pn)

We shall ignore the forward scattering term and express the result in terms of
M.

In the current problem, even though there are many target particles, scattering
from them can be taken to be independent

– need to consider n = 2.

Take the ‘initial state’, described in terms of basis of in states, to be

|f1, f2〉in =
2∏
i=1

{∫
d3pi
2E~pi

f̃i(~pi)

}
|~p1, ~p2〉in

fi(t, ~ri) =

∫
d3p

(2π)3/2
ei~p.~ri−iE~pt f̃i(~p), fi(0, ~ri) =

∫
d3p

(2π)3/2
ei~p.~ri f̃i(~p)
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Our choice of f1, f2:

f1(t, ~r), describing the target, should be peaked around ~r = ~b at t = 0, with ~b
lying in the slab:

−L/2 ≤ bz ≤ L/2, bx, by arbitrary

f̃1(~p) should be peaked around ~p = ~k1 = (0, 0, k1z).

f2(t, ~r), describing the incident particle, should peak around ~r = ~0 at t = 0.

f̃2(~p) should peak around ~k2 = (0, 0, k2z)

Normalization: We would like to normalize both the incoming particle and the
target particle state to have norm=1.

in

〈
~p

∣∣∣∣{∫ d3p

2E~p
f̃i(~p)

∗
}{∫

d3p′

2E~p ′
f̃i(~p

′)

}∣∣∣∣ ~p ′〉
in

= 1 for i = 1, 2

Using in 〈~p|~p ′〉in = 2E~p δ
(3)(~p− ~p ′), we get∫

d3p

2E~p
|f̃i(~p)|2 = 1

This is different from the Gaussian that we were using before, but can be
incorporated by multiplying earlier expression for f̃i(~p) by

√
2E~p.

The
√

2E~p factor can be taken out of all integrals since f̃(~p) is sharply peaked.

Probability of finding m particles with momenta ~q1, · · · ~qm in some range R:

P =

∫
R

d3q1

2E~q1

· · · d
3qm

2E~qm

∣∣∣ out〈~q1, · · · , ~qm|f1, f2〉in
∣∣∣2

Note: This formula is valid when the ranges of ~qi, ~qj are non-overlapping for
all pairs i, j, since otherwise we have to divide by a symmetry factor.
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Probability of finding m particles with momenta ~q1, · · · ~qm in some range R:

P (~b,~k1, ~k2, R) =

∫
R

d3q1

2E~q1

· · · d
3qm

2E~qm

∣∣∣ out〈~q1, · · · , ~qm|f1, f2〉in
∣∣∣2

This result is for the collision with a single particle in the slab.

By taking into account the possibility of collision with all the particles in the
slab we get the total probability:

P = ρ

∫
d3b P (~b,~k1, ~k2, R)

ρ: no of φ particles per unit volume of the slab.

We shall assume the width L of the slab to be small so that the bz integral
gives L.

P = ρL

∫
d2b⊥ P (~b,~k1, ~k2, R), ~b⊥ = (bx, by), ~b = (~b⊥, 0)

P = ρL

∫
d2b⊥

∫
R

d3q1

2E~q1

· · · d
3qm

2E~qm

∣∣∣∣∣
2∏
i=1

{∫
d3pi
2E~pi

f̃i(~pi)

}
out〈~q1, · · · , ~qm|~p1, ~p2〉in

∣∣∣∣∣
2

= ρL

∫
d2b⊥

∫
R

d3q1

2E~q1

· · · d
3qm

2E~qm

2∏
i=1

{∫
d3pi
2E~pi

f̃i(~pi)

}
out〈~q1, · · · , ~qm|~p1, ~p2〉in

2∏
i=1

{∫
d3p′i
2E~p ′i

f̃i(~p
′
i )
∗
}

out〈~q1, · · · , ~qm|~p ′1, ~p ′2〉∗in

= ρL

∫
d2b⊥

∫
R

d3q1

2E~q1

· · · d
3qm

2E~qm

2∏
i=1

{∫
d3pi
2E~pi

} 2∏
i=1

{∫
d3p′i
2E~p ′i

}
2∏
i=1

{
f̃i(~pi) f̃i(~p

′
i )
∗
}

(2π)8δ(4)(q1 + · · ·+ qm − p1 − p2)δ
(4)(q1 + · · ·+ qm − p′1 − p′2)

(2π)−3(m+2) M(~q1, · · · , ~qm|~p1, ~p2) M(~q1, · · · , ~qm|~p ′1, ~p ′2)∗
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P = ρL

∫
d2b⊥

∫
R

d3q1

2E~q1

· · · d
3qm

2E~qm

2∏
i=1

{∫
d3pi
2E~pi

} 2∏
i=1

{∫
d3p′i
2E~p ′i

}
2∏
i=1

{
f̃i(~pi) f̃i(~p

′
i )
∗
}

(2π)8δ(4)(q1 + · · ·+ qm − p1 − p2)δ
(4)(q1 + · · ·+ qm − p′1 − p′2)

(2π)−3(m+2) M(~q1, · · · , ~qm|~p1, ~p2) M(~q1, · · · , ~qm|~p ′1, ~p ′2)∗

~b dependence of the integrand comes from f̃1(~p1) and f̃1(~p
′
1)
∗.

f
~b
1(~r) = f

~0
1 (~r −~b) ⇒ f̃

~b
1(~p1) = e−i~p1.~b f̃

~0
1 (~p1)

bz integral has already been performed giving the factor of L

The ~b⊥ integral gives∫
d2b e−i(~p1⊥−~p ′1⊥).~b⊥ = (2π)2 δ(2)(~p1⊥ − ~p ′1⊥)

Also, using the first δ(4) in the expression for P , the second δ(4) may be replaced
by δ(4)(p1 + p2 − p′1 − p′2).

We shall show that

δ(4)(p1 + p2 − p′1 − p′2) δ(2)(~p1⊥ − ~p ′1⊥) = J δ(3)(~p1 − ~p ′1) δ(3)(~p2 − ~p ′2)

J : A jacobian which, upon setting ~pi = ~ki, takes the form

J = |~v~k1
− ~v~k2

|−1

Using these δ-functions we get factors of

2∏
i=1

∫
d3pi
2E~pi

fi(~pi)fi(~pi)
∗ = 1

All other ~pi dependent term in the integrand can be taken outside the ~pi inte-
gration by setting ~pi = ~ki for i = 1, 2
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Final result:

P = ρL

∫
R

d3q1

2E~q1

· · · d
3qm

2E~qm
(2π)−3m (2π)4δ(4)(q1 + · · ·+ qm − k1 − k2)

1

2E~k1

1

2E~k2

M(~q1, · · · , ~qm|~k1, ~k2) M(~q1, · · · , ~qm|~k1, ~k2)
∗ |~v~k1

− ~v~k2
|−1

The integrand is called the differential cross section.

The integral over the full range of ~q1, · · · ~qm is called the total cross section.

Note: If we integrate over the full range of each ~qi, we need to divide the final
result by m! since the particles are identical.

Full integration over each qi will count every final state configuration m! times,
which differ from each other by the exchange of the qi’s

– related to the fact that

out〈~q1, · · · , ~qm|~p1, · · · , ~pm〉out

has m! terms, each involving products of m delta functions.
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Proof of

δ(4)(p1 + p2 − p′1 − p′2) δ(2)(~p1⊥ − ~p ′1⊥) = J δ(3)(~p1 − ~p ′1) δ(3)(~p2 − ~p ′2)

δ(4)(p1 + p2 − p′1 − p′2) δ(2)(~p1⊥ − ~p ′1⊥)

= δ(E~p1
+ E~p2

− E~p ′1
− E~p ′2

) δ(p1z + p2z − p′1z − p′2z)δ(2)(~p1⊥ + ~p2⊥ − ~p ′1⊥ − ~p ′2⊥) δ(2)(~p1⊥ − ~p ′1⊥)

= δ(E~p1
+ E~p2

− E~p ′1
− E~p ′2

) δ(p1z + p2z − p′1z − p′2z)δ(2)(~p2⊥ − ~p ′2⊥) δ(2)(~p1⊥ − ~p ′1⊥)

Using the second delta function, we replace p′1z by p1z+p2z−p′2z in the argument
of the first delta function.

Also since the wave-functions are peaked around ~p1⊥ = 0, ~p2⊥ = 0, we set them
to 0 in the argument of the first delta function.

Ex. Show that with these replacements, the expression reduces to

J δ(p2z − p′2z) δ(p1z + p2z − p′1z − p′2z) δ(2)(~p2⊥ − ~p ′2⊥) δ(2)(~p1⊥ − ~p ′1⊥) = J δ(3)(~p1 − ~p ′1) δ(3)(~p2 − ~p ′2)

J : A jacobian which, upon setting ~pi = ~ki, takes the form

J = |~v~k1
− ~v~k2

|−1
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For m = 2, we have only two particles in the final state.

~q1, ~q2 give 6 variables.

δ(4)(q1 + q2 − k1 − k2) fixes four of them.

Therefore we have two independent variables which we can take to be the angle
(θ1, φ1) giving the direction of momentum of ~q1.

After making appropriate change of variables, we can write:

P =

∫
R

d3q1 d
3q2 δ

(4)(q1 + · · ·+ qm − k1 − k2) · · · =
∫

Ω

sin θ1 dθ1 dφ1J · · ·

for appropriate jacobian J .

The integrand on the right hand side gives the probability of detecting a φ

particle within a solid angle Ω around the center of scattering.

−→ ←−
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29 Decay of unstable particles

Consider a field theory of two scalar fields φ and χ with action:

S =

∫
d4x

[
−1

2
ηµν ∂µφ∂νφ−

1

2
m2
φφ

2 − 1

2
ηµν ∂µχ∂νχ−

1

2
m2
χχ

2 − λ

2!
χφ2

]
At the leading order in perturbation theory, we have two particles of masses
mχ and mφ.

If mχ > 2mφ then the χ particle can decay into two φ particles

In the center of mass of the χ particle, the two φ particles will carry momenta
±~q and energy conservation will give

mχ = 2
√
m2
φ + ~q2

In a general Lorentz frame the χ particle will have momentum ~p and φ particles
will have different momenta ~q1, ~q2.

The decay should be described by out〈φ, ~q1;φ, ~q2|χ, ~p〉in.

Note: |χ, ~p〉in is not strictly an in state since it does not live forever, but we
shall proceed by ignoring this problem.

out〈φ, ~q1;φ, ~q2|χ, ~p〉in can be calculated in terms of three point Green’s function
as before.

Question: How to translate this into something that we can measure physically,
e.g. half-life of the χ particle?

We shall consider a general case in which there are m decay products carrying
momentum ~q1, · · · ~qm

– possible if mχ > mmφ.
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As before, we describe the in state as

|χ, f〉in =

∫
d3p

2E~p
f̃(~p)|χ, ~p〉in,

∫
d3p

2E~p
f̃(~p)∗f̃(~p) = 1

Peak of f̃(~p) is taken to be at some value ~k.

Probability of finding m φ-particles with momenta ~q1, · · · ~qm in some range R:

P =

∫
R

d3q1

2E~q1

· · · d
3qm

2E~qm

∣∣∣ out〈φ, ~q1, · · · , φ, ~qm|χ, f〉in
∣∣∣2

Use

out〈φ, ~q1, · · · , φ, ~qm|χ, ~p〉in = i (2π)4δ(4)

(
m∑
i=1

qi − p

)
(2π)−3(m+1)/2M(~q1, · · · , ~qm|~p)

This gives

P =

∫
R

d3q1

2E~q1

· · · d
3qm

2E~qm

∫
d3p

2E~p

∫
d3p′

2E~p ′
f̃(~p) f̃(~p ′)∗(2π)8δ(4)

(
m∑
i=1

qi − p

)

δ(4)

(
m∑
i=1

qi − p′
)

(2π)−3(m+1)M(~q1, · · · , ~qm|~p)M(~q1, · · · , ~qm|~p ′)∗

Using the first δ function, we can replace the second δ function by

δ(4)(p− p′) = δ(3)(~p− ~p ′) δ(E~p − E~p ′)

Now we have a problem, since using δ(3)(~p − ~p ′) the second delta function
becomes δ(0).

Solution: Write

δ(p0 − p′0) =
1

2π

∫
dt eit(p

0−p′0) =
1

2π

∫
dt for p0 = p′0

Therefore transition probability per unit time is finite.

Ṗ =

∫
R

d3q1

2E~q1

· · · d
3qm

2E~qm

∫
d3p

2E~p

∫
d3p′

2E~p ′
f̃(~p) f̃(~p ′)∗(2π)7δ(4)

(
m∑
i=1

qi − p

)
δ(3) (~p− ~p ′) (2π)−3(m+1)M(~q1, · · · , ~qm|~p)M(~q1, · · · , ~qm|~p ′)∗

248



Ṗ =

∫
R

d3q1

2E~q1

· · · d
3qm

2E~qm

∫
d3p

2E~p

∫
d3p′

2E~p ′
f̃(~p) f̃(~p ′)∗(2π)7δ(4)

(
m∑
i=1

qi − p

)
δ(3) (~p− ~p ′) (2π)−3(m+1)M(~q1, · · · , ~qm|~p)M(~q1, · · · , ~qm|~p ′)∗

=

∫
R

d3q1

2E~q1

· · · d
3qm

2E~qm

∫
d3p

2E~p

1

2E~p
f̃(~p) f̃(~p)∗(2π)7δ(4)

(
m∑
i=1

qi − p

)
(2π)−3(m+1)M(~q1, · · · , ~qm|~p)M(~q1, · · · , ~qm|~p)∗

Now use ∫
d3p

2E~p
f̃(~p) f̃(~p)∗ = 1

and set ~p = ~k in the rest of the terms in the integrand.

Ṗ =
1

2E~k

∫
R

d3q1

2E~q1

· · · d
3qm

2E~qm
(2π)4δ(4)

(
m∑
i=1

qi − k

)
(2π)−3mM(~q1, · · · , ~qm|~k)M(~q1, · · · , ~qm|~k)∗

For computing the total decay probability we need to divide by m! to account
for the symmetry under permutation of the m final state particles.

If we start with N0 χ particles each moving with momentum ~k, then the number
of particles at time t is determined from the equation:

dN

dt
= −ṖN ⇒ N = N0 e

−Ṗ t

Half life τ is determined by

e−τṖ =
1

2
⇒ τ =

1

Ṗ
ln 2

Note: 1/(2E~k) factor in Ṗ shows that τ ∝ E~k

Energetic particles have long life ⇔ time dilation
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Quantization of electromagnetic field

Strategy:

1. First manipulate the classical theory to bring it to a form suitable for
quantization.

2. Then quantize it.

Action:

S = −1

4

∫
d4xFµνF

µν, Fµν = ∂µAν − ∂νAµ, F µν = ηµρηνσFρσ

Aµ: Vector potential

Under an arbitrary variation of Aµ,

δS = −1

2

∫
d4xF µν(∂µδAν−∂νδAµ) = −

∫
d4xF µν(∂µδAν) =

∫
d4x∂µF

µν δAν

after integration by parts,

Since δAν is arbitrary, we get equations of motion

∂µF
µν = 0

– covariant form of Maxwell’s equation.

Lagrangian:

L = −1

4

∫
d3rFµνF

µν = −1

4

∫
d3r
[
F0iF

0i + Fi0F
i0 + FijF

ij
]

=

∫
d3r

[
1

2
(∂0Ai − ∂iA0)(∂0Ai − ∂iA0)−

1

4
FijFij

]
, 1 ≤ i, j ≤ 3

Note: Repeated i, j indices are summed from 1 to 3.

250



L =

∫
d3r

[
1

2
(∂0Ai − ∂iA0)(∂0Ai − ∂iA0)−

1

4
FijFij

]
Naively, to go to the Hamiltonian formalism, we would define

Πi =
δL

δȦi

, Π0 =
δL

δȦ0

Since L does not depend on Ȧ0, we get Π0 = 0

– a constrained system.

We could use Dirac’s formalism for quantizing constrained system.

We shall follow a slightly different approach based on the Routhian.

Suppose we have a dynamical system with coordinates {qa} with a = 1, · · · ,m
and {qα} with α = m+ 1, · · · ,m+ n.

How we divide the coordinate variables into the two sets is up to us.

L is a function of {qa}, {q̇a}, {qα}, {q̇α}.

Define

pa =
∂L

∂q̇a
, R({qa}, {pa}, {qα}, {q̇α}) =

m∑
a=1

paq̇a − L

Ex. Check that the original Euler-Lagrange equations for all the variables may
be rewritten as

dqa
dt

=
∂R

∂pa
,

dpa
dt

= −∂R
∂qa

, 1 ≤ a ≤ m, ⇒ like Hamiltonian

d

dt

∂R

∂q̇α
− ∂R

∂qα
= 0, m+ 1 ≤ α ≤ m+ n, ⇒ like Lagrangian
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pa =
∂L

∂q̇a
, R({qa}, {pa}, {qα}, {q̇α}) =

m∑
a=1

paq̇a − L

dqa
dt

=
∂R

∂pa
,

dpa
dt

= −∂R
∂qa

, 1 ≤ a ≤ m, ⇒ like Hamiltonian

d

dt

∂R

∂q̇α
− ∂R

∂qα
= 0, m+ 1 ≤ α ≤ m+ n, ⇒ like Lagrangian

In Maxwell’s theory we shall treat Ai’s as the qa’s and A0 as the qα’s.

L =

∫
d3r

[
1

2
(∂0Ai − ∂iA0)(∂0Ai − ∂iA0)−

1

4
FijFij

]
Πi(t, ~r) =

δL

δȦi(t, ~r)
= ∂0Ai − ∂iA0 = −Ei(t, ~r)

R =

∫
d3r
[
Πi(t, ~r)Ȧi(t, ~r)− L

]
=

∫
d3r

[
1

2
Πi(t, ~r)Πi(t, ~r) +

1

2
Bi(t, ~r)Bi(t, ~r)− A0∂iΠi(t, ~r)

]
Bi = εijk∂jAk, ε123 = 1, εijk is antisymmetric in i, j, k, ⇒ ~B = ~∇× ~A

Equation of motion for A0 gives

∂

∂t

δR

δȦ0

− δR

δA0
= 0 ⇒ ∂iΠi(t, ~r) = 0

Equations of motion for Ai and Πi give:

∂Ai

∂t
=
δR

δΠi
= Πi + ∂iA0

∂Πi

∂t
= − δR

δAi
= −εijk∂jBk

Note 1: The second equation is compatible with the constraint ∂iΠi = 0 in the
sense that ∂t(∂iΠi) vanishes as a consequence of the second equation

– once we set ∂iΠi = 0 at some time, it remains zero as a consequence of the
equations of motion.

Note 2: There is no equation that gives the time evolution of A0.
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The inability to determine A0 arises from the gauge invariance of the theory.

If Aµ solves classical equations of motion, so does Aµ + ∂µΛ for any function
Λ(t, ~r).

Therefore starting from a given configuration, the time evolution is not unique

– can always add ∂µΛ to Aµ for a function Λ(t, ~r) for which ∂0Λ vanishes at
the initial time but can be chosen arbitrarily later.

Fµν and hence ~E, ~B, L etc. are all invariant under this gauge transformation.

We declare that Aµ and Aµ + ∂µΛ describe equivalent field configurations

– the time evolution of Aµ is not determined but the undetermined part is not
physically relevant.

We shall solve this ambiguity by using gauge fixing

– pick one representative configuration among the gauge equivalent ones.
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We shall use Coulomb gauge ~∇. ~A = 0.

Is it always possible?

Given a configuration for which ~∇. ~A 6= 0, can we find a Λ such that ~∇.( ~A +
~∇Λ) = 0?

This gives ~∇2Λ = −~∇. ~A

– can be solved by takine

Λ = −
∫
d3r′G(~r, ~r ′) ~∇′. ~A(t, ~r ′) d3r′, G(~r, ~r ′) = − 1

4π|~r − ~r ′|

since ~∇2G(~r, ~r ′) = δ(3)(~r − ~r ′)

What does it give for time evolution of A0?

Use ∂tAi = Πi + ∂iA0 to get

0 = ∂t(~∇. ~A) = ∂iΠi + ~∇2A0 = ~∇2A0

Therefore in the Coulomb gauge ~∇2A0 = 0.

If we use the boundary condition A0(t, ~r) → 0 for large |~r|, then this gives
A0 = 0.

In this gauge the non-trivial equations of motion may be written as

∂Ai

∂t
=
δR

δΠi
= Πi,

∂Πi

∂t
= − δR

δAi
= −εijk∂jBk

R =

∫
d3r

[
1

2
Πi(t, ~r)Πi(t, ~r) +

1

2
Bi(t, ~r)Bi(t, ~r)

]
∂iAi = 0, ∂iΠi = 0 ⇒ external constraint
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In the presence of source Jµ, the Maxwell’s equation is modified to

∂µF
µν = −Jν, ∂νJ

ν = 0

Ex. This can be achieved by adding to L:∫
d3r AµJ

µ

R gets a term

−
∫
d3r AµJ

µ

The A0 equation of motion becomes

∂iΠi + J0 = 0

We can still fix Coulomb gauge, but A0 is now determined from

~∇2A0 = −∂iΠi = J0 ⇒ A0(t, ~r) =

∫
d3r′ G(~r, ~r ′) J0(t, ~r ′)

Using this the extra term in R may be written as

−
∫
d3r

∫
d3r′ G(~r, ~r ′) J0(t, ~r ′) J0(t, ~r)

External constraints
∂iΠi = −J0, ∂iAi = 0
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30 Quantization of the Maxwell field

Classical Maxwell’s theory can be described by a Routhian, which, in the
Coulomb gauge, takes the form:

R =

∫
d3r

[
1

2
Πi(t, ~r)Πi(t, ~r) +

1

2
Bi(t, ~r)Bi(t, ~r)

]
, Bi = εijk∂jAk, ~B = ~∇× ~A

Since we have eliminated the A0 variable, the equations of motion derived from
the Routhian take the form of Hamiltonian equations:

∂Ai

∂t
=
δR

δΠi
= Πi,

∂Πi

∂t
= − δR

δAi
= −εijk∂jBk

We also have some additional constraints:

∂iAi = 0, ∂iΠi = 0 ⇒ external constraint

Constraints are preserved by the equations of motion, i.e. once we impose them
at t = t0, they remain valid at all times due to equations of motion.

We can introduce Poisson brackets:

{Ai(t, ~r),Πj(t, ~r
′)}PB = δijδ

(3)(~r − ~r′)

{Ai(t, ~r), Aj(t, ~r
′)}PB = 0, {Πi(t, ~r),Πj(t, ~r

′)}PB = 0

and write the equations of motion as:

∂Ai(t, ~r)

∂t
= {Ai(t, ~r), R(t)}PB,

∂Πi(t, ~r)

∂t
= {Πi(t, ~r), R(t)}PB

The constraints are second class and can be easily eliminated.

We shall see this explicitly in the Fourier transformed variables.
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We now introduce Fourier transformed variables:

Ai(t, ~r) =

∫
d3p

(2π)3/2
ei~p.~r Ãi(t, ~p), Πi(t, ~r) =

∫
d3p

(2π)3/2
ei~p.~r Π̃i(t, ~p)

Introduce vectors ~ε (a)(~p) for a = 1, 2 such that

~p.~ε (a)(~p) = 0, ~ε (a)(~p).~ε (b)(~p) = δab, ~ε (a)(−~p) = ~ε (a)(~p)

Define:

Ã(a)(t, ~p) = ε
(a)
j (~p) Ãj(t, ~p), Π̃(a)(t, ~p) = ε

(a)
j (~p) Π̃j(t, ~p)

Ã‖(t, ~p) = i
pjÃj(t, ~p)

|~p|
, Π̃‖(t, ~p) = i

pjΠ̃j(t, ~p)

|~p|
This gives

Ãj(t, ~p) =
2∑

a=1

Ã(a)(t, ~p) ε
(a)
j (~p)−i Ã‖(t, ~p)

pj
|~p|
, Π̃j(t, ~p) =

2∑
a=1

Π̃(a)(t, ~p) ε
(a)
j (~p)−i Π̃‖(t, ~p)

pj
|~p|

In these variables

R =

∫
d3p

[
1

2
Π̃i(t,−~p)Π̃i(t, ~p) +

1

4

{
piÃj(t,−~p)− pjÃi(t,−~p)

}{
piÃj(t, ~p)− pjÃi(t, ~p)

}]
=

1

2

∫
d3p

[
2∑

a=1

Π̃(a)(t,−~p)Π̃(a)(t, ~p) + Π̃‖(t,−~p)Π̃‖(t, ~p) + ~p 2
2∑

a=1

Ã(a)(t,−~p)Ã(a)(t, ~p)

]

The constraints take the form:

Π̃‖(t, ~p) = 0, Ã‖(t, ~p) = 0
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The Poisson brackets:

{Ai(t, ~r),Πj(t, ~r
′)}PB = δijδ

(3)(~r − ~r ′)

⇒ {Ãi(t, ~p), Π̃j(t, ~p
′)}PB = δij δ

(3)(~p+ ~p ′)

Ex. Check that this gives

{Ã(a)(t, ~p), Π̃(b)(t, ~p ′)}PB = δab δ
(3)(~p+~p ′), {Ã‖(t, ~p), Π̃‖(t, ~p ′)}PB = δ(3)(~p+~p ′)

{Ã(a)(t, ~p), Π̃‖(t, ~p
′)}PB = 0, {Ã‖(t, ~p), Π̃(b)(t, ~p ′)}PB = 0

{Ã, Ã}PB and {Π̃, Π̃}PB vanish for all components of Ã and Π̃.

We can now use the constraints

Π̃‖(t, ~p) = 0, Ã‖(t, ~p) = 0

to set Π̃‖ and Ã‖ to 0.

Ex. The Dirac brackets involving Ã(a)(t, ~p) and Π̃(b)(t, ~p ′) are the same
as their Poisson brackets since the constraints have vanishing Poisson
bracket with Ã(a)(t, ~p) and Π̃(b)(t, ~p ′).

Final form:

R =
1

2

∫
d3p

[
2∑

a=1

Π̃(a)(t,−~p)Π̃(a)(t, ~p) + ~p 2
2∑

a=1

Ã(a)(t,−~p)Ã(a)(t, ~p)

]

{Ã(a)(t, ~p), Π̃(b)(t, ~p ′)}DB = δab δ
(3)(~p+ ~p ′)

{Ã(a)(t, ~p), Ã(b)(t, ~p ′)}DB = 0, {Π̃(a)(t, ~p), Π̃(b)(t, ~p ′)}DB = 0
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R =
1

2

∫
d3p

[
2∑

a=1

Π̃(a)(t,−~p)Π̃(a)(t, ~p) + ~p 2
2∑

a=1

Ã(a)(t,−~p)Ã(a)(t, ~p)

]
{Ã(a)(t, ~p), Π̃(b)(t, ~p ′)}DB = δab δ

(3)(~p+ ~p ′)

{Ã(a)(t, ~p), Ã(b)(t, ~p ′)}DB = 0, {Π̃(a)(t, ~p), Π̃(b)(t, ~p ′)}DB = 0

We shall now quantize by regarding the Routhian as the Hamiltonian and the
Dirac brackets as commutator bracket / i

H =
1

2

∫
d3p

[
2∑

a=1

Π̃(a)(t,−~p)Π̃(a)(t, ~p) + ~p 2
2∑

a=1

Ã(a)(t,−~p)Ã(a)(t, ~p)

]
[Ã(a)(t, ~p), Π̃(b)(t, ~p ′)] = i δab δ

(3)(~p+ ~p ′)

[Ã(a)(t, ~p), Ã(b)(t, ~p ′)] = 0, [Π̃(a)(t, ~p), Π̃(b)(t, ~p ′)] = 0

– identical to a system containing a pair of zero mass K-G fields, one for each
a.

– can be quantized as in K-G theory.

Define:

a(b)(t, ~p) =
1√
2
{E1/2

~p Ã(b)(t, ~p) + i E
−1/2
~p Π̃(b)(t, ~p)}, E~p = |~p|

a(b)(t, ~p)† =
1√
2
{E1/2

~p Ã(b)(t,−~p)− i E−1/2
~p Π̃(b)(t,−~p)}

[a(b)(t, ~p), a(c)(t, ~p ′)†] = δbc δ
(3)(~p−~p ′), [a(b)(t, ~p), a(c)(t, ~p ′)] = 0 = [a(b)(t, ~p)†, a(c)(t, ~p ′)†]

Then

H =

∫
d3p

2∑
b=1

E~p a
(b)(t, ~p)† a(b)(t, ~p),

[H, a(b)(t, ~p)] = −E~p a
(b)(t, ~p), [H, a(b)(t, ~p)†] = E~p a

(b)(t, ~p)†
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H =

∫
d3p

2∑
b=1

E~p a
(b)(t, ~p)† a(b)(t, ~p),

[H, a(b)(t, ~p)] = −E~p a
(b)(t, ~p), [H, a(b)(t, ~p)†] = E~p a

(b)(t, ~p)†

In the Heisenberg picture, we construct the basis of states at t = 0 as usual.

Define a(b)(~p) = a(b)(0, ~p), a(b)(~p)† = a(b)(0, ~p)†, and define the vacuum states
|0〉 via

a(b)(~p)|0〉 = 0 for every ~p, b = 1, 2

We now have two types of single particle states:

a(b)(~p)†|0〉, b = 1, 2

– carries energy E~p

– carries momentum ~p (can be seen by first constructing the momentum oper-
ator using Noether procedure)

Since these have E = |~p|, they describe massless particles called photons.

The index b describes photon ‘polarization’.
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a(b)(~p)†|0〉, b = 1, 2

– describe linearly polarized photons.

If we consider instead the linear combinations:{
a(1)(~p)† ± i a(2)(~p)†

}
|0〉

then they describe circularly polarized photons

– eigenstates of the component of angular momentum along the photon mo-
mentum ~p with eigenvalues ±1.

To see this we need to construct the angular momentum operators using Noether
theorem and then find the action of

εijk piJ jk/|~p|

on the states.
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We shall now calculate the Feynman propagator for the photon:

Dµν(x, x
′) = 〈0|T (Aµ(t, ~r)Aν(t

′, ~r ′))|0〉

We shall proceed as in the case of K-G theory.

Dµν(x, x
′) =

∫
d3p

(2π)3/2

∫
d3p′

(2π)3/2
ei~p.~rei~p

′.~r ′ 〈0|T (Ãµ(t, ~p)Ãν(t
′, ~p ′))|0〉

Note: Ãµ(t, ~p) satisfies:

Ã0(t, ~p) = 0, piÃi(t, ~p) = −i |~p| Ã‖(t, ~p) = 0, ε
(b)
i (~p)Ãi(t, ~p) = Ã(b)(t, ~p) for b = 1, 2

Strategy: Use these to express Ãµ(t, ~p), Ãν(t
′, ~p ′) in terms of Ã(b), then in terms

of a(b), a(b)† for b = 1, 2, and finally evaluate the matrix element.
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Ãµ(t, ~p) satisfies:

Ã0(t, ~p) = 0, piÃi(t, ~p) = 0, ε
(b)
i (~p)Ãi(t, ~p) = A(b)(t, ~p) for b = 1, 2

Define the following contravariant four vectors:

n = (1, 0, 0, 0), p̄ = (0, ~p), η̄(b)(~p) = (0,~ε (b)(~p))

Then we can rewrite the conditions on Ãµ as:

n.Ã(t, ~p) = 0, p̄.Ã(t, ~p) = 0, η̄(b)(~p).Ã(t, ~p) = Ã(b)(t, ~p)

Claim: The following relation holds:

∗ : ηµν = −nµnν +
p̄µp̄ν
~p 2

+
2∑
b=1

η̄(b)
µ (~p) η̄(b)

ν (~p)

Proof. If A and B are two 4 × 4 matrices, then to prove A = B, it is enough
to show that

(Aµν −Bµν)v
ν = 0

for 4 linearly independent 4-vectors v.

Since n, p̄, η̄(1) and η̄(2) are linearly independent four vectors, it is enough to
check that the contraction of both sides of * with these vectors give the same
result.

Ex. Check this
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ηµν = −nµnν +
p̄µp̄ν
~p 2

+
2∑
b=1

η̄(b)
µ (~p) η̄(b)

ν (~p)

n.Ã(t, ~p) = 0, p̄.Ã(t, ~p) = 0, η̄(b)(~p).Ã(t, ~p) = Ã(b)(t, ~p)

Using these we get

Ãµ(t, ~p) = ηµνÃ
ν(t, ~p) =

2∑
b=1

η̄(b)
µ (~p)Ã(b)(t, ~p)

Therefore

Dµν(x, x
′) =

∫
d3p

(2π)3/2

∫
d3p′

(2π)3/2
ei~p.~rei~p

′.~r ′ 〈0|T (Ãµ(t, ~p)Ãν(t
′, ~p ′))|0〉

=

∫
d3p

(2π)3/2

∫
d3p′

(2π)3/2
ei~p.~rei~p

′.~r ′
2∑
b=1

2∑
c=1

η̄(b)
µ (~p) η̄(c)

ν (~p ′) 〈0|T (Ã(b)(t, ~p)Ã(c)(t′, ~p ′))|0〉

We now carry out the following steps.

1. Express Ã(b)(t, ~p) in terms of a(b)(t, ~p), a(b)(t,−~p)†

2. Use

[H, a(b)(t, ~p)] = −E~p a
(b)(t, ~p), [H, a(b)(t, ~p)†] = E~p a

(b)(t, ~p)†

to get the time dependence of a(b)(t, ~p), a(b)(t,−~p)†:

a(b)(t, ~p) = a(b)(~p) e−iE~pt, a(b)(t,−~p)† = a(b)(−~p)† eiE~pt

3. Carry out similar manipulations with Ã(c)(t′, ~p ′)

4. Use
〈0|a(b)(~p)a(c)(−~p ′)†|0〉 = δbc δ

(3)(~p+ ~p ′)
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Ex. Show that this gives

〈0|T (Ã(b)(t, ~p)Ã(c)(t′, ~p ′))|0〉 =
δbc
2E~p

δ(3)(~p+~p ′)
[
H(t− t′)e−iE~p(t−t′) +H(t′ − t)eiE~p(t−t′)

]
This gives

Dµν(x, x
′) =

∫
d3p

(2π)3/2

∫
d3p′

(2π)3/2
ei~p.~rei~p

′.~r ′
2∑
b=1

2∑
c=1

η̄(b)
µ (~p) η̄(c)

ν (~p ′) 〈0|T (Ã(b)(t, ~p)Ã(c)(t′, ~p ′))|0〉

=

∫
d3p

(2π)3

1

2E~p

[
H(t− t′)ei~p.(~r−~r ′)−iE~p(t−t′) +H(t′ − t)ei~p.(~r−~r ′)+iE~p(t−t′)

] 2∑
b=1

η̄(b)
µ (~p) η̄(b)

ν (~p)

Use

ηµν = −nµnν +
p̄µp̄ν
~p 2

+
2∑
b=1

η̄(b)
µ (~p) η̄(b)

ν (~p)

to write
2∑
b=1

η̄(b)
µ (~p) η̄(b)

ν (~p) = ηµν + nµnν −
p̄µp̄ν
~p 2

Using the same trick as in K-G theory, we can express Dµν in more covariant
form:

Dµν(x, x
′) =

∫
d4p

(2π)4
eip.(x−x

′) D̃µν(p), D̃µν(p) =

{
ηµν + nµnν −

p̄µp̄ν
~p 2

}
i

−p2 + iε

Doing the p0 integral by Cauchy’s theorem, we recover the earlier result.

Dµν plays the role of ∆F in the Klein-Gordon theory.

Using Dµν we can now calculate the Green’s functions for any number of fields
and their derivatives in Maxwell’s theory

– use the same Feynman rules except that the propagators will be given by
Dµν instead of ∆F .
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31 Second quantization of the Dirac equation

Last time we calculated the Feynman propagator for the Maxwell’s theory
without source terms:

Dµν(x, x
′) = 〈0|T (Aµ(t, ~r)Aν(t

′, ~r ′))|0〉

Result:

Dµν(x, x
′) =

∫
d4p

(2π)4
eip.x D̃µν(p), D̃µν(p) =

{
ηµν + nµnν −

p̄µp̄ν
~p 2

}
i

−p2 + iε

p̄ = (0, ~p), n = (1, 0, 0, 0)

Using Dµν we can now calculate the Green’s functions for any number of fields
and their derivatives in the Maxwell’s theory

– use the same Feynman rules except that the propagators will be given by
Dµν instead of ∆F .
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Example:

〈0|T (Aµ(x)Aν(y)Aρ(w)Aσ(z))|0〉 = Dµν(x, y)Dρσ(w, z)+Dµρ(x,w)Dνσ(y, z)+Dµσ(x, z)Dνρ(y, w)

〈0|T (Fµν(x)Fρσ(y))|0〉 = ∂µ∂ρDνσ(x, y)−(µ↔ ν)−(ρ↔ σ)+(µ↔ ν, ρ↔ σ)+contact terms

Contact terms: Terms proportional to δ(x0 − y0) coming from derivatives of
H(x0 − y0)

A rewriting of Dµν:

p̄µ = pµ + n.p nµ, n = (1, 0, 0, 0)

This gives
p̄µp̄ν = pµpν + n.p (pµnν + pνnµ) + (n.p)2nµnν

Ex. Check that

D̃µν(p) =

{
ηµν + nµnν −

p̄µp̄ν
~p 2

}
i

−p2 + iε

=
i

−p2 + iε

[
ηµν −

n.p

p̄2
(pµnν + pνnµ)− pµpν

~p 2
+ nµnν

p2

p̄2

]
Comments: In the calculation of the S-matrix, the terms proportional to pµ
and pν cancel after sum over diagrams due to gauge invariance.

The term proportional to nµnν cancels the extra term in the Routhian propor-
tional to J0J0 that we had found (to be seen later)

Therefore, we can effectively use D̃µν(p) = i ηµν/(−p2 + iε)

– Feynman propagator
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Dirac equation

– describes relativistic electrons (also other fermions)

– described by a four component wave-function ψα(x) (1 ≤ α ≤ 4), represented
as a four dimensional column vector:

ψ(x) =


ψ1(x)
ψ2(x)
ψ3(x)
ψ4(x)


Note: α’s are not Lorentz vector indices and we’ll not distinguish between
upper and lower indices.

ψ(x) satisfies the equation:

(i γµ∂µ −m)ψ = 0

γµ’s for 0 ≤ µ ≤ 3 are 4× 4 matrices, satisfying

γµγν + γµγν = −2 ηµν, ⇒ (γ0)2 = 1, (γi)2 = −1

(γ0)† = γ0, (γi)† = −γi

Explicit choice of these matrices is not important, so for now we shall proceed
without making such a choice.

Our goal: First construct a classical field theory whose field equations give the
Dirac equation

Then quantize this field theory, regarding the ψα’s as describing fermions.

We shall do this following second quantization of Schrodinger equation, by
writing the Dirac equation in a way that closely resembles Schrodinger equa-
tion.
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(i γµ∂µ −m)ψ = 0 ⇒ (iγ0∂0 + iγi∂i −m)ψ = 0

Multiplying this by γ0 from the left and using (γ0)2 = 1, we get

i∂0ψ = ĥψ, ĥ = −iγ0γi∂i +mγ0

Ex. Check that ĥ is hermitian, i.e.∫
d3r ψ†ĥχ =

∫
d3r (ĥψ)†χ

In the new form, the Dirac equation looks like Schrodinger equation, except for
the fact that ψ is a four component field instead of a single component field.

Corresponding action∫
d4xψ(x)†(i∂0−ĥ)ψ(x) =

∫
d4xψ(x)†(i∂0+iγ

0γi∂i−mγ0)ψ(x) =

∫
d4xψ(x)†γ0(i γµ∂µ−m)ψ

We define
ψ̄(x) = ψ(x)†γ0

and write the action as ∫
d4x ψ̄(x)(i γµ∂µ −m)ψ

Corresponding Hamiltonian (following Schrodinger field theory)

H =

∫
d3r ψ†(t, ~r) ĥ ψ(t, ~r) =

∫
d3r ψ̄(t, ~r) (−iγi∂i +m)ψ(t, ~r)
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We shall now follow the same steps as in Schrodinger field theory.

1. Find the eigenstates un(~r) and the eigenvalues en of ĥ.

In this case the eigenstates will be 4-dimensional column vector.

2. Expand ψ(t, ~r) in the basis of the eigenfunctions as

ψ(t, ~r) =
∑
n

an(t)un(~r)

3. Upon quantization, an’s will satisfy the anti-commutation relations:

{am(t), an(t)} = 0, {am(t), an(t)
†} = δmn, {am(t)†, an(t)

†} = 0

4. The Hamiltonian will be given by

H =
∑
n

en an(t)
† an(t)

The derivation of these relations follows the same one as in the case of Schrodinger
field theory.

The only difference: In this case we shall have continuous energy eigenvalues

⇒
∑

n will be replaced by momentum integration.
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Step 1: Eigenstates and eigenvalues of ĥ:

ĥu(~r) = e u(~r), ĥ = −iγ0γi∂i +mγ0

Try
u(~r) = ũ ei~p.~r, ũ : ~r independent constant column vector

This gives
h̃ ũ = e ũ, h̃ = γ0γipi +mγ0

Note 1: Since h̃ is a 4× 4 matrix, we expect four eigenvalues for given ~p.

Note 2: Since h̃ anti-commutes with γjpj, γ
jpjũ gives an eigenvector of h̃ with

eigenvalue −e (H γjpjũ = −γjpjH ũ = −e γjpjũ)

⇒ eigenvalues come in pairs with opposite signs.

Multiplying the eigenvalue equation by γ0 and bringing the rhs to the lhs, we
get

(−γ0e+ γipi +m)ũ = 0 ⇒ (γµpµ +m)ũ = 0, p0 = e, p0 = −e

Multiplying this by (−γνpν +m) from the left and using γµγν + γνγµ = −2ηµν

we get
(p2 +m2)ũ = 0

This gives
e = p0 = ±E~p, E~p =

√
~p 2 +m2

Since the eigenvalues come in pairs with opposite sign, we must have two
eigenvectors with eigenvalue E~p and two eigenvectors with eigenvalue −E~p.

Call them u(~p, s) and v(−~p, s) with s = 1, 2.

Furthermore, since h̃ is hermitian, the eigenvectors of h̃ must be orthogonal.

u(~p, s)†u(~p, s′) =
E~p

m
δss′, v(−~p, s)†v(−~p, s′) =

E~p

m
δss′, u(~p, s)†v(−~p, s′) = 0

E~p/m factor is our choice.
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(−γ0e+ γipi +m)ũ = 0

Solutions:

ũ = u(~p, s) with e = E~p, ũ = v(−~p, s) with e = −E~p

Therefore u(~p, s) satisfies

(−γ0E~p + γipi +m)u(~p, s) = 0 ⇒ (γµpµ +m)u(~p, s) = 0, p0 = E~p

v(~p, s) satisfies:

(γ0E~p + γipi +m) v(−~p, s) = 0 ⇒ (−γµpµ +m) v(~p, s) = 0, p0 = E~p

Normalizations:

u(~p, s)†u(~p, s′) =
E~p

m
δss′, v(−~p, s)†v(−~p, s′) =

E~p

m
δss′, u(~p, s)†v(−~p, s′) = 0

The eigenstates of ĥ are:

u(~p, s;~r) =
1

(2π)3/2
u(~p, s)ei~p.~r, v(~p, s;~r) =

1

(2π)3/2
v(~p, s) e−i~p.~r

(Note: Changed ~p to −~p in the second function)

This gives∫
d3r u(~p, s;~r)†u(~p ′, s′;~r) = u(~p, s)†u(~p ′, s′) δ(3)(~p− ~p ′) =

E~p

m
δss′ δ

(3)(~p− ~p ′)∫
d3r v(~p, s;~r)†v(~p ′, s′;~r) = v(~p, s)†v(~p ′, s′) δ(3)(~p− ~p ′) =

E~p

m
δss′ δ

(3)(~p− ~p ′)∫
d3r u(~p, s;~r)†v(~p ′, s′;~r) = u(~p, s)†v(~p ′, s′) δ(3)(~p+ ~p ′) = 0

Note: Since 2E~p δ
(3)(~p − ~p ′) is Lorentz invariant, these are Lorentz invariant

normalizations. ∑
n

⇒
∫
d3p

m

E~p
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Step 2: Expand ψ(t, ~r) in the basis of the eigenfunctions as

ψ(t, ~r) =
∑
n

an(t)un(~r)

This becomes:

ψ(t, ~r) =

∫
d3p

m

E~p

2∑
s=1

[√
E~p

m
b(t, ~p, s)u(~p, s;~r) +

√
E~p

m
c(t, ~p, s) v(~p, s;~r)

]
√

E~p
m b(t, ~p, s) and

√
E~p
m c(t, ~p, s) plays the role of an’s.

Step 3: {am, a†n} = δmn become:{√
E~p

m
b(t, ~p, s),

√
E~p ′

m
b(t, ~p ′, s′)†

}
= δss′

E~p

m
δ(3)(~p− ~p ′)

⇒
{
b(t, ~p, s), b(t, ~p ′, s′)†

}
= δss′ δ

(3)(~p− ~p ′)
Note: In the Lorentz invariant normalization we are using, δmn is replaced by
the Lorentz invariant delta function

E~p
m δ(3)(~p− ~p ′).

Similarly:{
c(t, ~p, s), c(t, ~p ′, s′)†

}
= δss′ δ

(3)(~p−~p ′),
{
b(t, ~p, s), c(t, ~p ′, s′)†

}
= 0,

{
c(t, ~p, s), b(t, ~p ′, s′)†

}
= 0

{b(t, ~p, s), b(t, ~p ′, s′)} = 0, {b(t, ~p, s), c(t, ~p ′, s′)} = 0, {c(t, ~p, s), c(t, ~p ′, s′)} = 0

ψ(t, ~r) =

∫
d3p

√
m

E~p

2∑
s=1

[b(t, ~p, s)u(~p, s;~r) + c(t, ~p, s) v(~p, s;~r)]

Step 4: H =
∑

n ena
†
nan becomes

H =

∫
d3p

m

E~p

2∑
s=1

[
E~p

E~p

m
b(t, ~p, s)†b(t, ~p, s)− E~p

E~p

m
c(t, ~p, s)†c(t, ~p, s)

]

=

∫
d3pE~p

2∑
s=1

[b(t, ~p, s)†b(t, ~p, s)− c(t, ~p, s)†c(t, ~p, s)]

273



ψ(t, ~r) =

∫
d3p

√
m

E~p

2∑
s=1

[b(t, ~p, s)u(~p, s;~r) + c(t, ~p, s) v(~p, s;~r)]

{
b(t, ~p, s), b(t, ~p ′, s′)†

}
= δss′ δ

(3)(~p−~p ′),
{
c(t, ~p, s), c(t, ~p ′, s′)†

}
= δss′ δ

(3)(~p−~p ′),{
b(t, ~p, s), c(t, ~p ′, s′)†

}
= 0,

{
c(t, ~p, s), b(t, ~p ′, s′)†

}
= 0

{b(t, ~p, s), b(t, ~p ′, s′)} = 0, {b(t, ~p, s), c(t, ~p ′, s′)} = 0, {c(t, ~p, s), c(t, ~p ′, s′)} = 0

H =

∫
d3pE~p

2∑
s=1

[b(t, ~p, s)†b(t, ~p, s)− c(t, ~p, s)†c(t, ~p, s)]

The analog of an|0〉 = 0 now takes the form:

b(t, ~p, s)|0〉 = 0, c(t, ~p, s)|0〉 = 0

However there is a problem.

It follows from the expression of H and the anti-commutation relations that

[H, b(t, ~p, s)] = −E~p b(t, ~p, s), [H, b(t, ~p, s)†] = E~p b(t, ~p, s)
†

[H, c(t, ~p, s)] = E~p c(t, ~p, s), [H, c(t, ~p, s)†] = −E~p c(t, ~p, s)
†

Therefore the action of c(t, ~p, s)† lowers the energy of a state by E~p

⇒ |0〉 defined this way is not the lowest energy state.

Solution: Regard c as the creation operator and c† as the annihilation operator.

– possible since the anti-commutation relations remain unchanged under c(t, ~p, s)↔
c(t, ~p, s)†.

Define
d(t, ~p, s) = c(t, ~p, s)†, d(t, ~p, s)† = c(t, ~p, s)

H =

∫
d3pE~p

2∑
s=1

[b(t, ~p, s)†b(t, ~p, s) + d(t, ~p, s)†d(t, ~p, s)] + constant
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ψ(t, ~r) =

∫
d3p

√
m

E~p

2∑
s=1

[
b(t, ~p, s)u(~p, s;~r) + d(t, ~p, s)† v(~p, s;~r)

]
{
b(t, ~p, s), b(t, ~p ′, s′)†

}
= δss′ δ

(3)(~p−~p ′),
{
d(t, ~p, s), d(t, ~p ′, s′)†

}
= δss′ δ

(3)(~p−~p ′),{
b(t, ~p, s), d(t, ~p ′, s′)†

}
= 0,

{
d(t, ~p, s), b(t, ~p ′, s′)†

}
= 0

{b(t, ~p, s), b(t, ~p ′, s′)} = 0, {b(t, ~p, s), d(t, ~p ′, s′)} = 0, {d(t, ~p, s), d(t, ~p ′, s′)} = 0

H =

∫
d3pE~p

2∑
s=1

[b(t, ~p, s)†b(t, ~p, s) + d(t, ~p, s)†d(t, ~p, s)]

The vacuum state |0〉 is defined via:

b(0, ~p, s)|0〉 = 0, d(0, ~p, s)|0〉 = 0

Now we have four types of single particle states, all carrying energy E~p.

∗ : b(0, ~p, s)†|0〉, d(0, ~p, s)†|0〉, s = 1, 2

Ex. The conserved momentum Pi is given by

Pi =

∫
d3p pi

2∑
s=1

[b(t, ~p, s)†b(t, ~p, s) + d(t, ~p, s)†d(t, ~p, s)]

⇒ the states in ∗ all carry momentum ~p.

Therefore their masses are given by
√
E2
~p − ~p2 = m.

We now have to find the physical interpretation of the four states.
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32 Quantization of Dirac field

Expansion of the Dirac field:

ψ(t, ~r) =

∫
d3p

√
m

E~p

2∑
s=1

[
b(t, ~p, s)u(~p, s;~r) + d(t, ~p, s)† v(~p, s;~r)

]
{
b(t, ~p, s), b(t, ~p ′, s′)†

}
= δss′ δ

(3)(~p−~p ′),
{
d(t, ~p, s), d(t, ~p ′, s′)†

}
= δss′ δ

(3)(~p−~p ′),{
b(t, ~p, s), d(t, ~p ′, s′)†

}
= 0,

{
d(t, ~p, s), b(t, ~p ′, s′)†

}
= 0

{b(t, ~p, s), b(t, ~p ′, s′)} = 0, {b(t, ~p, s), d(t, ~p ′, s′)} = 0, {d(t, ~p, s), d(t, ~p ′, s′)} = 0

H =

∫
d3pE~p

2∑
s=1

[b(t, ~p, s)†b(t, ~p, s) + d(t, ~p, s)†d(t, ~p, s)]

Pi =

∫
d3p pi

2∑
s=1

[b(t, ~p, s)†b(t, ~p, s) + d(t, ~p, s)†d(t, ~p, s)]

The vacuum state |0〉 is defined via:

b(0, ~p, s)|0〉 = 0, d(0, ~p, s)|0〉 = 0

Now we have four types of single particle states, all carrying energy E~p and
momentum ~p:

∗ : b(0, ~p, s)†|0〉, d(0, ~p, s)†|0〉, s = 1, 2

Therefore their masses are given by
√
E2
~p − ~p2 = m.

We now have to find the physical interpretation of the four states.
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The Dirac action is invariant under

ψ(x)→ eiθψ(x), ψ(x)† → e−iθψ(x)†

Corresponding conserved quantity (same derivation as in Schrodinger theory):

N =

∫
d3r ψ(t, ~r)†ψ(t, ~r) =

∫
d3p

2∑
s=1

[b(t, ~p, s)†b(t, ~p, s)− d(t, ~p, s)†d(t, ~p, s)]

– has eigenvalue 1 for b(0, ~p, s)†|0〉 and −1 for d(0, ~p, s)†|0〉

If −e is the electric charge carried by the electron, then we define the electric
charge operator as:

Q = −eN = −e
∫
d3p

2∑
s=1

[b(t, ~p, s)†b(t, ~p, s)− d(t, ~p, s)†d(t, ~p, s)]

– has eigenvalue −e for b(0, ~p, s)†|0〉 and e for d(0, ~p, s)†|0〉

With this interpretation of Q, b(0, ~p, s)†|0〉 describes single electron state and
d(0, ~p, s)†|0〉 describes single positron state.

Ex. Check that the expression for the conserved current Jµ is:

Jµ = −e ψ̄(x) γµ ψ(x)

This gives

Q(t) =

∫
d3rJ0(t, ~r) = −e

∫
d3r ψ(t, ~r)† γ0 ψ(t, ~r)

Jµ will be useful for coupling electromagnetic field to the Dirac field.
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The remaining problem is to find an interpretation of the label s.

What do the two states s = 1, 2 represent?

For this we need to study the conserved charges J µν associated with Lorentz
transformation.
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Recall that in a generic theory with field {φr}, the infinitesimal Lorentz trans-
formation takes the form:

φ̃r(x) = φr(x) + ε ωµν x
ν ∂µφr(x) + ε ωτν Στν

rsφs(x), ωµν = −ωνµ
Στν
rs are specific constants encoding the Lorentz transformation laws of φr, e.g.

for scalars, Στν
rs = 0.

The corresponding conserved quantities:

J ντ =

∫
d3rM 0ντ , Mµντ = xνT µτ − xτT µν − 2

n∑
r,s=1

∂L
∂(∂µφr)

Στν
rsφs

Ex. 1. Show that the Dirac action is invariant under Lorentz trans-
formation, if in the transformation laws of ψα, we choose:

Στν
αβ = c (γτγν − γνγτ)αβ

for appropriate constant c. Find c.

2. Construct J ντ .

3. From this we can get J = εijkP
iJ jk – the component of the angular

momentum along the momentum.

4. Show that if we consider the states b(0, ~p, s)†|0〉 for s = 1, 2, then
appropriate linear combinations of the two states describe eigenstates
of J with eigenvalues ±|~p|/2

⇒ electrons have spin 1/2.

Similar analysis involving the states d(0, ~p, s)†|0〉 shows that positrons
also have spin 1/2.

5. Show that under Lorentz transformation, ψ̄(x)ψ(x) transforms as
a scalar and ψ̄(x)γµψ(x) transforms as a contravariant vector.
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We shall now define

T (ψα(x1)ψ̄β(x2)) = H(t1 − t2)ψα(x1)ψ̄β(x2)−H(t2 − t1) ψ̄β(x2)ψα(x1)

ans calculate
SFαβ(x1, x2) = 〈0|T (ψα(x1)ψ̄β(x2))|0〉

Note the − sign in the definition of the time ordered product

– related to the fact that we are considering a fermionic field.

Recall that ψ̄ = ψ† γ0.

We proceed as in the case of scalar field theory.

Ex. Use the expression for H in terms of b, b†, c, c† to check that

[H, b(t, ~p, s)] = −E~p b(t, ~p, s), [H, b(t, ~p, s)†] = E~p b(t, ~p, s)
†

[H, d(t, ~p, s)] = −E~p d(t, ~p, s), [H, d(t, ~p, s)†] = E~p d(t, ~p, s)†

This gives

b(t, ~p, s) = b(0, ~p, s) e−iE~pt, b(t, ~p, s)† = b(0, ~p, s)† eiE~pt

d(t, ~p, s) = d(0, ~p, s) e−iE~pt, d(t, ~p, s)† = d(0, ~p, s)† eiE~pt

This gives

ψα(t, ~r) =

∫
d3p

√
m

E~p

2∑
s=1

[
b(0, ~p, s) e−iE~pt uα(~p, s;~r) + d(0, ~p, s)† eiE~pt vα(~p, s;~r)

]

ψ̄β(t, ~r) =

∫
d3p

√
m

E~p

2∑
s=1

[
b(0, ~p, s)† eiE~pt ūβ(~p, s;~r) + d(0, ~p, s) e−iE~pt v̄β(~p, s;~r)

]
We now substitute into the expression for SFαβ and calculate the matrix el-
ements using properties of |0〉 and the anti-commutation relations between
b, d, b†, d†.
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Recall our definitions:

u(~p, s;~r) =
1

(2π)3/2
u(~p, s)ei~p.~r, v(~p, s;~r) =

1

(2π)3/2
v(~p, s) e−i~p.~r

⇒ ū(~p, s;~r) =
1

(2π)3/2
ū(~p, s)e−i~p.~r, v̄(~p, s;~r) =

1

(2π)3/2
v̄(~p, s) ei~p.~r

Ex. Check that

SFαβ(x1, x2) =
2∑
s=1

∫
d3p

(2π)3

m

E~p

[
H(t1 − t2)ei~p.(~r1−~r2)−iE~p(t1−t2)uα(~p, s)ūβ(~p, s)

−H(t2 − t1)e−i~p.(~r1−~r2)+iE~p(t1−t2)vα(~p, s)v̄β(~p, s)
]

Define

/p = −ηµνγµpν = γ0p0−~γ.~p ⇒ /p /p = pµpνγ
µγν =

1

2
pµpν(γ

µγν+γνγµ) = −p2

Now we shall use some identities:
2∑
s=1

uα(~p, s)ūβ(~p, s) =
1

2m
(/p+m)αβ with p0 = E~p, (m)αβ = mδαβ

2∑
s=1

vα(~p, s)v̄β(~p, s) =
1

2m
(/p−m)αβ with p0 = E~p

ū(~p, s)u(~p, s′) = δss′ = −v̄(~p, s)v(~p, s′), ū(~p, s)v(~p, s′) = 0 = v̄(~p, s)u(~p, s′)

Proofs can be found in standard textbooks on relativistic quantum mechanics.

SFαβ(x1, x2) =

∫
d3p

(2π)3

1

2E~p

[
H(t1 − t2)ei~p.(~r1−~r2)−iE~p(t1−t2)(/p+m)αβ

−H(t2 − t1)e−i~p.(~r1−~r2)+iE~p(t1−t2)(/p−m)αβ

]
=

∫
d4p

(2π)4
eip.(x1−x2) i

−p2 −m2 + iε
(/p+m)αβ

SFαβ =

∫
d4p

(2π)4
eip.(x1−x2)

(
i

/p−m+ iε

)
αβ

since (/p+m)(/p−m) = (−p2−m2)
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SF (x1, x2) =

∫
d4p

(2π)4
eip.(x1−x2) S̃F (p)

S̃F (p) =
i

−p2 −m2 + iε
(/p+m) =

(
i

/p−m+ iε

)
When we draw Feynman diagrams, we represent SFαβ by an arrow pointing
from β to α.

←
α β

= SFαβ(x1, x2)
x1 x2

We define the momentum space propagator as

S̃F (p1, p2) =

∫
d4x1 d

4x2 e
−ip1.x1−ip2.x2 SF (x1, x2) = S̃F (p1) (2π)4 δ(4)(p1 + p2)

In momentum space, we represent the propagator as

←
α β

= S̃Fαβ(p1) (2π)4δ(4)(p1 + p2)p1 ← → p2

Note: Unlike scalar and vector propagators, the direction of momentum is
important for fermions since S̃F (p) 6= S̃F (−p).

Rule: If the arrow points from β to α, and the momentum along the arrow is
p, then the factor is S̃Fαβ(p).

Ex. Check that

〈0|T (ψα(x1)ψβ(x2))|0〉 = 0, 〈0|T (ψ̄α(x1)ψ̄β(x2))|0〉 = 0
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With the help of the propagator and the usual Feynman rules we can now
calculate general Green’s function of the form:

Gα1···αn;β1,···,βn(x1, · · · , xn, y1, · · · yn) = 〈0|T (ψα1
(x1) · · ·ψαn(xn)ψ̄β1

(y1) · · · ψ̄βn(yn))|0〉

Note that the Green’s function vanishes unless there are equal number of ψ’s
and ψ̄’s

– consequence of charge conservation.

We can express this as sum over Feynman diagrams

Difference from the theories studies earlier: The ψ’s and ψ̄’s have to be treated
differently.

ψ: external vertex with the property that a propagator connected to the vertex
must have its arrow towards the external vertex.

ψ̄: external vertex with the property that a propagator connected to the vertex
must have its arrow away from the external vertex.

Therefore a propagator connects a ψ̄ to a ψ but never a ψ to a ψ or ψ̄ to ψ̄.

Sum over all possible ways of connecting the (yj, βj) to (xi, αi).

If (yj, βj) is connected to (xP (j), αP (j)) where P is some permutation of 1, · · ·n
and P (j) is the j-th element of the permuted numbers.

Gα1···αn;β1,···,βn(x1, · · · , xn, y1, · · · yn) =
∑
P

n∏
j=1

SFαP (j)βj(xP (j), yj)× sign
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Determination of the sign for a given term:

1. Take the starting expression

〈0|T (ψα1
(x1) · · ·ψαn(xn)ψ̄β1

(y1) · · · ψ̄βn(yn))|0〉

2. In a given term, if αi is paired with βj, connect them by a line on the top.

3. Do this for every pair that are connected by a propagator.

4. Count the total number of times the lines intersect.

5. If this is n then the sign is (−1)n.

Example:

〈0|T (ψα1
(x1)ψα2

(x2)ψ̄β1
(y1)ψ̄β2

(y2))|0〉 = −SFα1β1
(x1, y1)SFα2β2

(x2, y2)+SFα1β2
(x1, y2)SFα2β1

(x2, y1)

Note: To apply this rule, we need to first bring all the ψ’s to the left of all
the ψ̄’s inside the time ordered product, picking up a minus sign for every
exchange.

These rules follow from the usual manipulation involving creation and annihi-
lation operators as in the Klein-Gordon theory, together with the observation
that inside a time ordering, exchange of any pair of fermionic operators pro-
duces a minus sign.
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33 Quantum electrodynamics

So far we have studied source free Maxwell’s theory describing free photons
and free Dirac theory describing non-interacting electrons and positrons.

Now we shall put the two theories together.

S = −1

4

∫
d4xFµνF

µν +

∫
d4x ψ̄(x)(i γµ∂µ −m)ψ

Note: We have not yet introduced any coupling between the electrons and
photons

If we quantize this we shall get 6 types of single particle states;

1. 2 spin states of the electron b(0, ~p, s)†|0〉, s = 1, 2

2. 2 spin states of the positron d(0, ~p, s)†|0〉, s = 1, 2

3. 2 spin states of the photon a(c)(0, ~p)†|0〉, c = 1, 2

General multi-particle state contains electrons, positrons and photons, obtained
by multiple application of the creation operators on the vacuum.
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We can use the propagator of the Dirac field and the electromagnetic field to
calculate Green’s functions of operators made of Aµ, ψ and ψ̄ e.g.

〈0|T (ψ̄α(x)γµαβψβ(x)Aµ(x) ψ̄α′(y)γνα′β′ψβ′(y)Aν(y))|0〉

x y

→

←

α β′

α′β
µ ν

−SFβ′α(y, x)SFβα′(x, y)γµαβγ
ν
α′β′Dµν(x, y) = −Tr{SF (y, x)γµSF (x, y)γν}Dµν(x, y)
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We now have to add extra terms that describe the coupling between the electron
and the photon.

Recall the form of Maxwell’s equation in presence of source terms:

∂µF
µν = −Jν, ∂νJ

ν = 0

We shall consider the case where Jµ is the current produced by the electrons /
positrons.

Jµ(x) = −e ψ̄(x)γµψ(x)

Ex. This can be achieved by adding to the action a new term:∫
d4xAµJ

µ

Therefore we have

S =

∫
d4x

[
−1

4
FµνF

µν + ψ̄(x)(i γµ∂µ −m)ψ + AµJ
µ

]
, Jµ(x) = −e ψ̄(x)γµψ(x)

Note: Even in the presence of the new term in the action, the symmetry under

ψ(x)→ eiθψ(x), ψ̄(x)→ e−iθψ̄(x)

remains intact

⇒ Jµ still satisfies ∂µJ
µ = 0.

What about gauge invariance: Aµ → Aµ(x) + ∂µΛ(x)?

Not a symmetry since AµJ
µ → AµJ

µ + ∂µΛ Jµ

We cannot integrate by parts and use ∂µJ
µ = 0 since ∂µJ

µ = 0 is valid only
when equations of motion hold.
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S =

∫
d4x

[
−1

4
FµνF

µν + ψ̄(x)(i γµ∂µ −m)ψ + AµJ
µ

]
, Jµ(x) = −e ψ̄(x)γµψ(x)

Write the action as

S =

∫
d4x

[
−1

4
FµνF

µν + ψ̄(x) {i γµ(∂µ + i eAµ)−m}ψ
]

Ex. Check that the action is invariant under

Aµ(x)→ Aµ(x) + ∂µΛ(x), ψ(x)→ e−ieΛ(x)ψ(x), ψ̄(x)→ eieΛ(x)ψ̄(x)

We define ‘covariant derivative’

Dµψ = (∂µ + ieAµ(x))ψ(x)

Then, under gauge transformation:

Dµψ(x)→ (∂µ+i eAµ+i e ∂µΛ)e−ieΛ(x)ψ(x) = e−ieΛ(x)Dµψ(x), ψ̄(x)Dµψ(x)→ ψ̄(x)Dµψ(x)

S =

∫
d4x

[
−1

4
FµνF

µν + ψ̄(x) {i γµDµ −m}ψ
]

remains invariant.

In general, consistent quantization of a gauge theory requires that the action
must have exact gauge invariance, possibly with modified transformation laws
of various fields.

Due to gauge symmetry, the equations of motion still do not fix the time
evolution of the fields uniquely and we need to fix a gauge.

We shall now proceed to analyze this theory using the Routhian formalism.
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L =

∫
d3r

[
1

2
(∂0Ai − ∂iA0)(∂0Ai − ∂iA0)−

1

4
FijFij + ψ̄(x)(i γµ∂µ −m)ψ + AµJ

µ

]
Jµ(x) = −e ψ̄(x)γµψ(x)

We shall treat Ai’s and ψα’s in the Hamiltonian formalism and A0 in the La-
grangian formalism.

Πi(t, ~r) =
δL

δȦi(t, ~r)
= ∂0Ai − ∂iA0, Πψ

α =
δL

δψ̇α
= i ψ†α

R =

∫
d3r
[
Πi(t, ~r)Ȧi(t, ~r) + Πψ

α(t, ~r)ψ̇α(t, ~r)− L
]

=

∫
d3r

[
1

2
Πi(t, ~r)Πi(t, ~r) +

1

2
Bi(t, ~r)Bi(t, ~r)− A0∂iΠi(t, ~r)− AµJ

µ

]
+HD

where

HD =

∫
d3r ψ̄(t, ~r) (−iγi∂i +m)ψ(t, ~r)

Bi = εijk∂jAk, ⇒ ~B = ~∇× ~A

Equation of motion for A0 gives

∂

∂t

δR

δȦ0

− δR

δA0
= 0 ⇒ ∂iΠi(t, ~r) + J0 = 0

Equations of motion for Ai and Πi give:

∂Ai

∂t
=
δR

δΠi
= Πi + ∂iA0

∂Πi

∂t
= − δR

δAi
= −εijk∂jBk + Ji

Note: As before there is no equation that gives the time evolution of A0

– consequence of gauge invariance under Aµ → Aµ + ∂µΛ(x)
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We shall use Coulomb gauge ~∇. ~A = 0.

Strategy:

Express the Routhian using momentum space variables Ãi(t, ~p), Π̃i(t, ~p), Ã0(t, ~p),
ψ̃α(t, ~p), Π̃ψ

α(t, ~p).

Ai(t, ~r) =

∫
d3p

(2π)3/2
ei~p.~r Ãi(t, ~p) etc.

and then eliminate some of the variables using their equations of motion.

Introduce vectors ~ε (a)(~p) for a = 1, 2 such that

~p.~ε (a)(~p) = 0, ~ε (a)(~p).~ε (b)(~p) = δab, ~ε (a)(−~p) = ~ε (a)(~p)

Define:

Ã(a)(t, ~p) = ε
(a)
j (~p) Ãj(t, ~p), Π̃(a)(t, ~p) = ε

(a)
j (~p) Π̃j(t, ~p)

Ã‖(t, ~p) = i
pjÃj(t, ~p)

|~p|
, Π̃‖(t, ~p) = i

pjΠ̃j(t, ~p)

|~p|
The reverse relations are:

Ãj(t, ~p) =
2∑

a=1

Ã(a)(t, ~p) ε
(a)
j (~p)−i Ã‖(t, ~p)

pj
|~p|
, Π̃j(t, ~p) =

2∑
a=1

Π̃(a)(t, ~p) ε
(a)
j (~p)−i Π̃‖(t, ~p)

pj
|~p|

We shall also define J̃µ(t, ~p) via

Jµ(t, ~r) =

∫
d3p

(2π)3/2
ei~p.~r J̃µ(t, ~p)

and define:

J̃ (a)(t, ~p) = ε
(a)
j (~p) J̃j(t, ~p), J̃‖(t, ~p) = i

pjJ̃j(t, ~p)

|~p|
This gives

J̃j(t, ~p) =
2∑

a=1

J̃ (a)(t, ~p) ε
(a)
j (~p)− i J̃‖(t, ~p)

pj
|~p|
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In these variables

R =

∫
d3r

[
1

2
Πi(t, ~r)Πi(t, ~r) +

1

2
Bi(t, ~r)Bi(t, ~r)− A0∂iΠi(t, ~r)− AµJ

µ

]
+HD

=
1

2

∫
d3p

[
2∑

a=1

Π̃(a)(t,−~p)Π̃(a)(t, ~p) + Π̃‖(t,−~p)Π̃‖(t, ~p) + ~p 2
2∑

a=1

Ã(a)(t,−~p)Ã(a)(t, ~p)

]

−
∫
d3p

[
Ã0(t,−~p){|~p| Π̃‖(t, ~p) + J̃0(t, ~p)}+ Ã‖(t,−~p)J̃‖(t, ~p) +

2∑
a=1

Ã(a)(t,−~p)J̃ (a)(t, ~p)

]
+HD

Now examine the Ã0, Ã‖ and Π̃‖ equations of motion.

∂t

(
δR

δ(∂tÃ0)

)
− δR

δÃ0

⇒ |~p|Π‖(t, ~p) + J̃0(t, ~p) = 0

∂tÃ‖(t, ~p) =
δR

δΠ̃‖(t,−~p)
= Π̃‖(t, ~p)− |~p| Ã0(t, ~p)

∂tΠ̃‖(t, ~p) = − δR

δÃ‖(t,−~p)
= J̃‖(t, ~p)

Note: Ãi(t,−~p) and Π̃i(t, ~p) are conjugate variable since

{Ai(t, ~r),Πj(t, ~r
′)}PB = δ(3)(~r−~r ′) δij ⇒ {Ãi(t, ~p), Π̃j(t, ~p

′)}PB = δ(3)(~p+~p ′) δij

Coulomb gauge condition ~∇. ~A = 0 gives

Ã‖ = 0

First two equations of motion gives

Π̃‖(t, ~p) = − 1

|~p|
J̃0(t, ~p), Ã0(t, ~p) =

Π̃‖
|~p|

= − 1

~p2
J̃0(t, ~p)

The third equation now holds automatically since

∂µJ
µ = 0 ⇒ ∂tJ̃

0 = −|~p| J̃‖

We use these equations to eliminate Ã0, Ã‖ and Π̃‖ from R.
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R =
1

2

∫
d3p

[
2∑

a=1

Π̃(a)(t,−~p)Π̃(a)(t, ~p) + Π̃‖(t,−~p)Π̃‖(t, ~p) + ~p 2
2∑

a=1

Ã(a)(t,−~p)Ã(a)(t, ~p)

]

−
∫
d3p

[
Ã0(t,−~p){|~p| Π̃‖(t, ~p) + J̃0(t, ~p)}+ Ã‖(t,−~p)J̃‖(t, ~p) +

2∑
a=1

Ã(a)(t,−~p)J̃ (a)(t, ~p)

]
+HD

Π̃‖(t, ~p) = − 1

|~p|
J̃0(t, ~p), Ã0(t, ~p) = − 1

~p2
J̃0(t, ~p), Ã‖(t, ~p) = 0

Substituting this into the Routhian we get

R =
1

2

∫
d3p

[
2∑

a=1

Π̃(a)(t,−~p)Π̃(a)(t, ~p) +
1

~p2
J̃0(t,−~p)J̃0(t, ~p) + ~p 2

2∑
a=1

Ã(a)(t,−~p)Ã(a)(t, ~p)

]

−
∫
d3p

2∑
a=1

Ã(a)(t,−~p)J̃ (a)(t, ~p) +HD

Ex. Check that the Hamiltonian form of the equations of motion
derived from this Routhian, together with the equations for Ã0, Ã‖
and Π̃‖, are equivalent to the equations of motion derived from the
original Routhian.

(This includes equations of motion for ψ̃α and Π̃ψ
α)

We treat R as the Hamiltonian and write

R = Hfree +Hint

Hfree =
1

2

∫
d3p

[
2∑

a=1

Π̃(a)(t,−~p)Π̃(a)(t, ~p) + ~p 2
2∑

a=1

Ã(a)(t,−~p)Ã(a)(t, ~p)

]
+HD

Hint =

∫
d3p

[
1

2

1

~p2
J̃0(t,−~p)J̃0(t, ~p)−

2∑
a=1

Ã(a)(t,−~p)J̃ (a)(t, ~p)

]
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R = Hfree +Hint

Hfree =
1

2

∫
d3p

[
2∑

a=1

Π̃(a)(t,−~p)Π̃(a)(t, ~p) + ~p 2
2∑

a=1

Ã(a)(t,−~p)Ã(a)(t, ~p)

]
+HD

Hint =

∫
d3p

[
1

2

1

~p2
J̃0(t,−~p)J̃0(t, ~p)−

2∑
a=1

Ã(a)(t,−~p)J̃ (a)(t, ~p)

]
We can now quantize it and calculate the Green’s functions using perturba-
tion theory following exactly the same procedure as for interacting scalar field
theory.

〈Ω|T

(
n∏
i=1

Ã(ai)(ti, ~ki)
m∏
j=1

ψ̃αj(t
′
j, ~pj)

m∏
`=1

˜̄ψβ`(t′′` , ~q`)
)
|Ω〉 =

Numerator

Denominator

numerator = 〈0|T

(
n∏
i=1

Ã(ai)I(ti, ~ki)
m∏
j=1

ψ̃Iαj(t
′
j, ~pj)

m∏
`=1

˜̄ψIβ`(t′′` , ~q`) exp

[
−
∫
dτHI

int(τ)

])
|0〉

denominator = 〈0|T
(

exp

[
−
∫
dτHI

int(τ)

])
|0〉

|0〉: Vacuum of Hfree(t0)

I: Interaction picture field operators

The matrix elements in the numerator and the denominator are Green’s func-
tions in the free field theory

– can be computed using Feynman diagrams.

Note: Hfree is identical to what we had in free Maxwell + Dirac theory

⇒ Feynman propagators used in perturbation theory are the same as the ones
used in free Maxwell + Dirac theory.
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R = Hfree +Hint

Hfree =
1

2

∫
d3p

[
2∑

a=1

Π̃(a)(t,−~p)Π̃(a)(t, ~p) + ~p 2
2∑

a=1

Ã(a)(t,−~p)Ã(a)(t, ~p)

]
+HD

Hint =

∫
d3p

[
1

2

1

~p2
J̃0(t,−~p)J̃0(t, ~p)−

2∑
a=1

Ã(a)(t,−~p)J̃ (a)(t, ~p)

]

In order to avoid dealing with the index a of the gauge fields in the propagator,
we shall write this is a slightly different form.

Introduce the variable Aµ(t, ~r) and its Fourier transform Ãµ(t, ~p) as follows:

Ãµ(t, ~p) =
2∑

a=1

η̄(a)
µ (t, ~p)A(a)(t, ~p), η̄(a)(~p) = (0,~ε(a)(~p))

Compare with the result in free Maxwell theory:

Ãµ(t, ~p) =
2∑
b=1

η̄(b)
µ (~p)Ã(b)(t, ~p)

In the interaction picture, the Feynman propagator for AIµ will be the same as
that of Aµ in the free Maxwell theory, given by Dµν(x, y).

We can now write

Hint =

∫
d3p

[
1

2

1

~p2
J̃0(t,−~p)J̃0(t, ~p)− Ãµ(t,−~p)J̃µ(t, ~p)

]
We can also write Hint in the position space as:

Hint = −1

2

∫
d3r d3r′ G(~r, ~r ′) J0(t, ~r) J0(t, ~r ′)−

∫
d3rAµ(t, ~r) Jµ(t, ~r)

G(~r, ~r ′) = −
∫

d3p

(2π)3
ei~p.(~r−~r

′) 1

~p2
= − 1

4π

1

|~r − ~r ′|
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34 Quantum electrodynamics

Ãµ(t, ~p) =
2∑
b=1

η̄(b)
µ (~p)Ã(b)(t, ~p), Jµ = −e ψ̄(x)γµψ(x)

Hfree =
1

2

∫
d3p

[
2∑

a=1

Π̃(a)(t,−~p)Π̃(a)(t, ~p) + ~p 2
2∑

a=1

Ã(a)(t,−~p)Ã(a)(t, ~p)

]
+HD

Hint =

∫
d3p

[
1

2

1

~p2
J̃0(t,−~p)J̃0(t, ~p)− Ãµ(t,−~p)J̃µ(t, ~p)

]
= −1

2

∫
d3r d3r′ G(~r, ~r ′) J0(t, ~r) J0(t, ~r ′)−

∫
d3rAµ(t, ~r) Jµ(t, ~r)

G(~r, ~r ′) = −
∫

d3p

(2π)3
ei~p.(~r−~r

′) 1

~p2
= − 1

4π

1

|~r − ~r ′|

From these we can derive the Feynman rules for computing Green’s functions.

Aµ propagator:

Dµν(x, y) =

∫
d4p

(2π)4
eip.(x−y) D̃µν(p), D̃µν(p) =

i

−p2 + iε

[
ηµν −

n.p

p̄2
(pµnν + pνnµ)− pµpν

~p 2
+ nµnν

p2

p̄2

]
Fermion propagator:

SFαβ(x1, x2) =

∫
d4p

(2π)4
eip.(x1−x2) S̃Fαβ(p), S̃Fαβ(p) =

i

−p2 −m2 + iε
(/p+m)αβ

First term in Hint gives ψ − ψ − ψ̄ − ψ̄ interaction vertex

Second term in Hint gives ψ − ψ̄ −A interaction vertex

We shall now argue that the term proportional to nµnν in D̃µν cancels the effect
of the ψ − ψ − ψ̄ − ψ̄ interaction vertex in all Feynman diagrams
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x, µ y, ν

Dµν(x, y)

x, α y, β
← SFαβ(x, y)

↖
↗
β

α

µ
−i (e γµβα)

↘ ↗

↗ ↘

α β

α′ β′

x

y

−i
(
−1

2

)
δ(x0 − y0)G(~x, ~y) e2 γ0

βαγ
0
β′α′

e: coupling constant in powers of which we expand.

Now, for every four fermion interaction vertex, we can consider the subdiagram
of the Feynman diagram in which the thick line is replaced by a propagator.

Contribution from this part:

∗ :
1

2
Dµν(x, y)(−i e)2γµβαγ

ν
β′α′

Consider the part of Dµν coming from the nµnν term in D̃µν∫
d4p

(2π)4
eip.(x−y) i

−p2 + iε

p2nµnν
p̄2

= −i δ(x0−y0)

∫
d3p

(2π)3
ei~p.(~x−~y)nµnν

~p2
= i δ(x0−y0)nµ nν G(~x, ~y)

Therefore the nµnν term in ∗ becomes

− i
2
e2 δ(x0 − y0)G(~x, ~y)γ0

βαγ
0
β′α′

– cancels the 4-fermion interaction vertex (Check combinatoric factors)

⇒ we can drop the term proportional to nµnν in D̃µν in the internal photon
propagator and the ψ − ψ − ψ̄ − ψ̄ interaction vertex
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This leads to simpler Feynman rules:

1. Drop the four fermion interaction vertex.

2. Use the modified photon propagator for the internal photons:

D′µν(x, y) =

∫
d4p

(2π)4
eip.(x−y) D̃′µν(p), D̃′µν(p) =

i

−p2 + iε

[
ηµν −

n.p

p̄2
(pµnν + pνnµ)− pµpν

~p 2

]

Ex. Compute the following Green’s function to order e2

〈Ω|T (ψα1
(x1)ψα2

(x2)ψ̄β1
(y1)ψ̄β1

(y1))|Ω〉

〈Ω|T (ψα(x)ψ̄β(y)Aµ(w)Aν(z))|Ω〉
Also compute the corresponding momentum space Green’s functions.

Definition of general momentum space Green’s function:

G̃
(n,m)
µ1,···,µn;α1,···,αm;β1,···,βm(k1, · · · , kn; p1, · · · , pm; `1, · · · , `m)

=

∫ n∏
i=1

d4xi

m∏
j=1

d4yj

m∏
s=1

d4zs e
−i(

∑n
i=1 ki.xi+

∑m
j=1 pj .yj+

∑m
s=1 `s.zz)

× 〈Ω|T

(
n∏
i=1

Aµi(xi)
m∏
j=1

ψαj(yj)
m∏
s=1

ψ̄βs(zs)

)
|Ω〉

Ex. Write down the momentum space Feynman rules as in the case
of scalar field theory.
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Given the Green’s functions, we can proceed as in scalar field theory to extract
the physical masses of the particles and the expression for the S-matrix.

We begin with the fermion mass.

Use:

〈Ω|T (ψα(x)ψ̄β(y))|Ω〉 =

{∑
n〈Ω|ψα(x)|n〉 〈n|ψ̄β(y)|Ω〉 for x0 > y0

−
∑

n〈Ω|ψ̄β(y)|n〉 〈n|ψα(x)|Ω〉 for x0 < y0∑
n includes sum over all states but we shall focus on single particle states.

Charge conservation tells us that only the single electron states |~p, s〉− con-
tribute to the top expression and the single positron states |~p, s〉+ contribute
to the second expression.

As in the case of scalar particles, constraint of Lorentz invariance and trans-
lation invariance fixes the form of these matrix elements in terms of the mass
mf of the single electron / positron state.

〈Ω|ψα(x)|~p, s〉− =
√
Zψ uα(~p, s;mf)e

ip.x 1

(2π)3/2
, p0 =

√
~p2 +m2

f , (/p−mf)u(~p, s;mf) = 0

−〈~p, s|ψ̄α(x)|Ω〉 =
√
Zψ ūα(~p, s;mf)e

−ip.x 1

(2π)3/2

〈Ω|ψ̄α(x)|~p, s〉+ =
√
Zψ v̄α(~p, s;mf)e

ip.x 1

(2π)3/2
, p0 =

√
~p2 +m2

f , (/p+mf) v(~p, s;mf) = 0

+〈~p, s|ψα(x)|Ω〉 =
√
Zψ vα(~p, s;mf)e

−ip.x 1

(2π)3/2

Substituting these in the expression for the two point function we get the single
particle contribution to the matrix element to be:

〈Ω|T (ψα(x)ψ̄β(y))|Ω〉 = Zψ SFαβ(x, y;mf) + · · ·

· · · represent multi-particle contribution.
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〈Ω|T (ψα(x)ψ̄β(y))|Ω〉 = Zψ SFαβ(x, y;mf) + · · ·
Consider its Fourier transform:

G̃
(f)
αβ (p) =

∫
d4x e−ip.(x−y)〈Ω|T (ψα(x)ψ̄β(y))|Ω〉

Using the known form of SFαβ(x, y;mf) we get

G̃
(f)
αβ (p) =

(
i
√
Zψ

/p−mf

)
αβ

+ · · · =
i
√
Zψ(/p+mf)αβ

−p2 −m2
f + iε

+ · · ·

As in the case of scalar fields, we can find mf in perturbation theory by resum-

ming the series and looking for the poles of G̃
(f)
αβ (p).

Define by iΣαβ(p) the 1PI 2-point function of fermions.

+ iΣ(p1) +G̃
(f)
αβ (p) = iΣ(p1) iΣ(p1)← ← ← ← ← ←

+ iΣ(p1) iΣ(p1) + · · ·iΣ(p1)← ← ← ←

G̃(f)(p) =
i

/p−m
+

i

/p−m
iΣ(p)

i

/p−m
+

i

/p−m
iΣ(p)

i

/p−m
iΣ(p)

i

/p−m
+· · · = i

/p−m+ Σ(p)

Using Lorentz invariance one can argue that the general form of Σ is

Σ(p) = f(p2)/p− g(p2)

for some functions f and g.

This gives

G̃(f)(p) =
i

/p(1 + f(p2))−m− g(p2)
= i

/p(1 + f(p2)) +m+ g(p2)

−p2(1 + f(p2))2 − (m+ g(p2))2
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G̃(f)(p) = i
/p(1 + f(p2)) +m+ g(p2)

−p2(1 + f(p2))2 − (m+ g(p2))2

The physical mass mf is the location of the pole of G̃(f) in −p2 variable.

This leads to the equation:

m2
f(1 + f(−m2

f))
2 − (m+ g(−m2

f))
2 = 0

Since f and g are small we can solve this iteratively by writing

mf = (m+ g(−m2
f))/(1 + f(−m2

f))

Solutions are:

0-th order : mf = m

1st order : mf = (m+ g(−m2))/(1 + f(−m2))

etc.

Similarly Zψ can be calculated by evaluating the residue at p2 = −m2
f .

Both mf and Zψ are UV divergent when expressed as function of m and e, and
require suitable regularization beyond lowest order in perturbation theory.
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Structure of the photon propagator:

〈Ω|T (Aµ(x)Aν(y))|Ω〉 =

{∑
n〈Ω|Aµ(x)|n〉 〈n|Aν(y)|Ω〉 for x0 > y0∑
n〈Ω|Aν(y)|n〉 〈n|Aµ(x)|Ω〉 for x0 < y0∑

n includes sum over all states but we shall focus on single particle states.

Charge conservation tells us that only the single photon states |~p, c〉 contribute
to this expression.

(Note: This is a perturbative statement, ignoring existence of neutral bound
states)

Furthermore, Lorentz invariance requires that the states are exactly massless
i.e. E~p = |~p|.

A massive spin one particle must have three states, not two.

As in the case of scalar particles, constraint of Lorentz invariance and transla-
tion invariance fixes the form of the matrix elements:

〈Ω|Aµ(x)|~p, c〉 =
√
ZA η̄

(c)
µ (~p) eip.x

1

(2π)3/2
, p0 = |~p|, η̄(c) = (0,~ε (c))

〈~p, c|Aµ(x)|Ω〉 =
√
ZA η̄

(c)
µ (~p) e−ip.x

1

(2π)3/2

Substituting these in the expression for the two point function we get the single
particle contribution to the matrix element to be:

〈Ω|T (Aµ(x)Aν(y))|Ω〉 = ZADµν(x, y) + · · ·
· · · represent multi-particle contribution.

The Fourier transformed Green’s function is given by:

G̃A
µν(k) =

∫
d4xe−ik.(x−y) 〈Ω|T (Aµ(x)Aν(y))|Ω〉

= ZA D̃µν(k) + · · ·
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G̃A
µν(k) =

∫
d4xe−ik.(x−y) 〈Ω|T (Aµ(x)Aν(y))|Ω〉

= ZA D̃µν(k) + · · ·

Note: This implies that the two point Green’s function of two photons continue
to have pole at k2 = 0

– can be checked explicitly in perturbation theory

If we denote by iΣA
µν(k) the 1PI two point function in momentum space, then,

as a consequence of gauge invariance:

Σµν(k) = h(k2) (kµkν − k2 ηµν)

for some function h.

Using this form to calculate G̃A
µν(k), one can show that the pole in k2 remains

at k2 = 0.

Note that Σµν(k) can be regarded as the Fourier transform of

〈Ω|T (Jµ(x)Jν(y))|Ω〉

Since Jµ is gauge invariant, Σµν is also gauge invariant.

302



35 S-matrix and symmetries of QED

S-matrix of quantum electrodynamics (QED)

– can be analyzed in the same way as in the case of scalar field theory.

We shall state the final result without proof.

First define amputated Green’s function Γ̃(n,m) by factoring out the external
two point functions from the momentum space Green’s function:

G̃
(n,m)
µ1,···,µn;α1,···,αm;β1,···,βm(k1, · · · , kn; p1, · · · , pm; `1, · · · , `m)

= Γ̃
(n,m)
µ′1,···,µ′n;α′1,···,α′m;β′1,···,β′m

(k1, · · · , kn; p1, · · · , pm; `1, · · · , `m)

×
n∏
i=1

G̃A
µiµ′i

(ki)
m∏
j=1

G̃
(f)
αjα′j

(pj)
m∏
s=1

G̃
(f)
β′sβs

(−`s)

↖

↖ ↙

↙

Γ̃

↖ p

↗ `

↓ k

α′

α

β′

β

µ′

µ
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Goal: Calculate the S-matrix

out〈~k1, a1, · · · ,~kn1 , an1 ; ~p1, s1, · · · , ~pn2 , sn2 ; ~̀1, t1, · · · , ~̀n3 , tn3 |~k′1, a′1, · · · ,~k′m1
, a′m1

; ~p ′1, s
′
1, · · · , ~p ′m2

, s′m2
; ~̀′1, t

′
1, · · · , ~̀′m3

, t′m3
〉in

~k1, a1, · · · , ~kn1
, an1

: outgoing photon momenta / spin

~p1, s1, · · · , ~pn2
, sn2

: outgoing electron momentum / spin

~̀
1, t1, · · · , ~̀n3

, tn3
: outgoing positron momentum / spin

~k′1, a
′
1, · · · , ~k′m1

, a′m1
: incoming photon momenta / spin

~p ′1, s
′
1, · · · , ~p ′m2

, s′m2
: incoming electron momentum / spin

~̀′
1, t
′
1, · · · , ~̀′m3

, t′m3
: incoming positron momentum / spin

Charge conservation: n2 − n3 = m2 −m3 ⇒ n2 +m3 = m2 + n3
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Result:

out〈~k1, a1, · · · ,~kn1 , an1 ; ~p1, s1, · · · , ~pn2 , sn2 ; ~̀1, t1, · · · , ~̀n3 , tn3 |~k′1, a′1, · · · ,~k′m1
, a′m1

; ~p ′1, s
′
1, · · · , ~p ′m2

, s′m2
; ~̀′1, t

′
1, · · · , ~̀′m3

, t′m3
〉in

||

Γ̃
(n1+m1,n2+m3)
µ1,···,µn1 ,ν1,···,νm1 ;α1,···,αn2 ,β

′
1,···,β′m3

;β1,···,βn3 ,α
′
1,···,α′m2

(k1, · · · , kn1 ,−k′1, · · · ,−k′m1
; p1, · · · , pn2 ,−` ′1, · · · ,−` ′m3

; `1, · · · `n3 ,−p′1, · · · ,−p′m2
)

×

{
n1∏
i=1

1

(2π)3/2
η̄(ai)µi(ki)

}{
m1∏
i=1

1

(2π)3/2
η̄(a
′
i)νi(k′i)

}

×

{
n2∏
i=1

1

(2π)3/2
ūαi(~pi, si;mf )

} {
m3∏
i=1

1

(2π)3/2
v̄β′i(

~̀′
i , t
′
i;mf )

}

×

{
n3∏
i=1

1

(2π)3/2
vβi(

~̀
i, ti;mf )

} {
m2∏
i=1

1

(2π)3/2
uα′i(~p

′
i , s
′
i;mf )

}
× (ZA)(n1+m1)/2(Zψ)n2+m3

k0i = |~ki|, k′0i = |~k ′i |, p0i =
√
~p2 +m2

f , p′0i =
√
~p ′2 +m2

f , `0i =
√
~̀2 +m2

f , `′0i =
√
~̀′2 +m2

f

The difference from scalar field theory arises from normalization and properties
of the single particle states:

〈Ω|ψα(x)|~p, s〉− =
√
Zψ uα(~p, s;mf)e

ip.x 1

(2π)3/2

〈Ω|ψ̄α(x)|~p, s〉+ =
√
Zψ v̄α(~p, s;mf)e

ip.x 1

(2π)3/2

−〈~p, s|~p ′, s′〉− =
E~p

mf
δss′ δ

(3)(~p− ~p ′), +〈~p, s|~p ′, s′〉+ =
E~p

mf
δss′ δ

(3)(~p− ~p ′)

〈Ω|Aµ(x)|~p, c〉 =
√
ZA η̄

(c)
µ (~p) eip.x

1

(2π)3/2

〈~p, b|~p ′, c〉 = 2E~p δbc δ
(3)(~p− ~p ′)
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Symmetries of QED:

1. Gauge invariance: Already discussed

2. Rigid gauge transformation:

ψ̃(x) = e−i e λψ(x), ˜̄ψ(x) = ei e λψ̄(x), Ãµ(x) = Aµ(x)

– corresponding Noether current gives Jµ = −e ψ̄(x)γµψ(x).

3. Lorentz transformation:

Ãµ(x) = Aν(Λx)Λν
µ, ΛηΛT = η, ψ̃α(x) = Sαβψβ(Λx)

For infinitesimal Lorentz transformation:

Λµ
ν = δµν + ε ωµν, Sαβ = δαβ + ωντΣ

ντ
αβ

Στν
αβ = c (γτγν − γνγτ)αβ, c = a constant

Ex. Show that for appropriate choice of c, this transformation leaves
the QED action invariant.

Find the conserved charges associated with infinitesimal Lorentz
transformation.
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Discrete symmetries:

1. Parity

Ã0(t, ~r) = A0(t,−~r), Ãi(t, ~r) = −Ai(t,−~r), ψ̃α(t, ~r) = Pαβψβ(t,−~r)

Goal: Show that for appropriate choice of the matrix P , this transformation
leaves the QED action invariant.

Define ~r ′ = −~r.

Ex. Check that the Maxwell part of the action is manifestly invariant
under this.

We now check the invariance of the mass term in the Dirac action.

m

∫
dt d3r ˜̄ψ(t, ~r)ψ̃(t, ~r) = m

∫
dt d3r ψ̃(t, ~r)†γ0ψ̃(t, ~r)

= m

∫
dt d3r ψ(t,−~r)†P †γ0Pψ(t,−~r) = m

∫
dt d3r′ ψ(t, ~r ′)†P †γ0Pψ(t, ~r ′)

We want this to be equal to:

m

∫
dt d3r ψ̄(t, ~r)ψ(t, ~r) = m

∫
dt d3r ψ(t, ~r)† γ0 ψ(t, ~r)

This gives
P †γ0P = γ0

Ex. Check that the invariance of the term involving ψ̄γµ∂µψ gives

P †γ0γiP = −γ0γi, P †P = I

Solution:
P = γ0

Ex. Check that the full QED action is parity invariant.
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2. Charge conjugation:
Ãµ(x) = −Aµ(x)

Since the action has a term
∫
d4xAµ(x)Jµ(x), this means that

J̃µ(x) = −Jµ(x)

The transformation of ψ is such that the sign of the charge gets reversed

– transforms an electron state to a positron state and vice versa.

ψ̃α(x) = Cαβψ̄β(x) ⇔ ψ̃(x) = C ψ̄(x)T = C (γ0)T (ψ(x)†)T = C(γ0)Tψ∗

˜̄ψ(x) = ψ̃(x)†γ0 = ψT (γ0)TC†γ0

Invariance of the mass term requires˜̄ψ(x)ψ̃(x) = ψ̄(x)ψ(x) ⇔ ψT (γ0)TC†γ0C(γ0)Tψ∗ = ψ†γ0ψ = −ψT (γ0)Tψ∗

Note: The − sign comes from the fact that in the classical limit fields anti-
commute.

⇒ (γ0)TC†γ0C(γ0)T = −(γ0)T ⇒ C†γ0C = −(γ0)T

J̃µ(x) = −Jµ(x) ⇒ ˜̄ψ(x)γµψ̃(x) = −ψ̄(x)γµψ(x)

⇒ ψT (γ0)TC†γ0γµC(γ0)Tψ∗ = −ψ†γ0γµψ = ψT (γµ)T (γ0)Tψ∗

⇒ (γ0)TC†γ0γµC(γ0)T = (γµ)T (γ0)T

µ = 0 :⇒ C†C = I, µ = i :⇒ C†γ0γiC = (γ0)T (γi)T ⇒ C†γiC = −(γi)T

The specific choice of C satisfying this depends on the representation of the
γ-matrices.

Ex. Check that the full QED action is invariant under charge conju-
gation once we choose C satisfying the above conditions.
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3. Time reversal

ψ̃α(t, ~r) = Tαβ ψβ(−t, ~r) ⇔ ψ̃(t, ~r) = T ψ(−t, ~r)

ψ̃(t, ~r)† = ψ(−t, ~r)† T †˜̄ψ(t, ~r) = ψ(−t, ~r)† T † (γ0)∗

Note: Time reversal complex conjugates all numbers, including γµ’s

Invariance of the mass term requires:∫
dt d3r ˜̄ψ(x)ψ̃(x) =

∫
dt d3r ψ̄(x)ψ(x)

⇒
∫
dtd3r ψ(−t, ~r)† T † (γ0)∗T ψ(−t, ~r) =

∫
dtd3r ψ†(t, ~r)γ0ψ(t, ~r) =

∫
dtd3r ψ†(−t, ~r)γ0ψ(−t, ~r)

⇒ T † (γ0)∗T = γ0

Invariance of the term ∝ i ψ̄γi∂iψ requires:∫
dt d3r ˜̄ψ(x)(−i)(γi)∗∂iψ̃(x) =

∫
dt d3r ψ̄(x) iγi∂iψ(x)

⇒
∫
dt d3r ψ(−t, ~r)† T † (γ0)∗(−i)(γi)∗T ∂iψ(−t, ~r) =

∫
dt d3r ψ†(t, ~r)γ0 iγi∂iψ(t, ~r)

⇒ T † (γ0)∗(γi)∗T = −γ0γi ⇒ T −1(γi)∗T = −γi

Invariance of the term ∝ i ψ̄γ0∂0ψ requires:∫
dtd3r ˜̄ψ(x)(−i)(γ0)∗∂0ψ̃(x) =

∫
dtd3rψ̄(x) iγ0∂0ψ(x)

⇒
∫
dtd3r ψ(−t, ~r)† T † (γ0)∗(−i)(γ0)∗∂0T ψ(−t, ~r) =

∫
dtd3r ψ†(t, ~r)γ0 iγ0∂0ψ(t, ~r)

⇒
∫
dtd3r ψ(−t, ~r)† T † (γ0)∗(−i)(γ0)∗∂0T ψ(−t, ~r) = −

∫
dtd3r ψ†(−t, ~r)γ0 iγ0∂0ψ(−t, ~r)

⇒ T † (γ0)∗(γ0)∗T = γ0γ0 ⇒ T †T = I

Ex. Once we choose T satisfying these conditions, QED action is
time reversal invariant if we take

Ã0(t, ~r) = A0(−t, ~r), Ãi(t, ~r) = −Ai(−t, ~r)
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Consider γ matrix representation:

γ0 = σ3 ⊗ I, γ1 = iσ2 ⊗ I, γ2 = σ1 ⊗ iσ1, γ3 = σ1 ⊗ iσ2

σ1, σ2, σ3: Pauli matrices

Ex. Check that γµγν + γνγµ = −2 ηµν.

In this representation:

γ0 is real and symmetric,

γ1 and γ3 are real and anti-symmetric

γ2 is imaginary and symmetric

Now recall the conditions on C:

C†C = I, C†γµC = −(γµ)T ⇒ γµC = −C (γµ)T

Ex. Check that the following choice satisfies these equations:

C = i γ0 γ2

The conditions on T are:

T †T = I, T −1(γi)∗T = −γi, T −1(γ0)∗T = γ0

⇒ (γi)∗T = −T γi, (γ0)∗T = T γ0

Ex. Check that the following choice satisfies these equations:

T = iγ1γ3
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36 Some other quantum field theories

1. Yukawa theory

– coupling of a scalar to a Dirac fermion

S =

∫
d4x

[
−1

2
ηµν∂µφ∂νφ−

1

2
m2φ2 + ψ̄(iγµ∂µ −m)ψ + g φ ψ̄ ψ

]
– describes interaction between scalar and fermion.

Feynman rules will now have a single interaction vertex with one scalar and
two fermions, carrying a factor of the coupling constant g.

Green’s function and S-matrix can be calculated following the usual procedure.

A slight variation of the action is:

S =

∫
d4x

[
−1

2
ηµν∂µφ∂νφ−

1

2
m2φ2 + ψ̄(iγµ∂µ −m)ψ + g φ ψ̄ γ5ψ

]
, γ5 = iγ0γ1γ2γ3

Ex. Check that under Lorentz transformation ˜̄ψ(x) γ5ψ̃(x) = ψ̄(Λx) γ5ψ(Λx)

Therefore ψ̄ γ5ψ transforms as a scalar and the theory is Lorentz invariant.

Ex. Check that under parity transformation ˜̄ψ(x) γ5ψ̃(x) = −ψ̄(t,−~r) γ5ψ(t,−~r)

Therefore the theory is parity invariant if we assign to φ the transformation

φ̃(t, ~r) = −φ(t,−~r)

Such scalars are called pseudoscalars

Similarly if, under parity transformation, we need to assign to vectors opposite
sign to what we had in QED, we call them pseudovectors.
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2. Scalar electrodynamics

– describes the coupling of a charged scalar to electromagnetic field.

Charged scalar is described by a complex scalar field

S =

∫
d4x

[
−ηµν∂µφ∗∂νφ−m2φ∗φ+ interactions

]
– can be regarded as a theory of two real scalar fields by writing

φ =
1√
2

(φ1 + iφ2)

Note: The action has a symmetry under which

φ̃(x) = eiθφ(x), φ̃(x)∗ = e−iθφ(x)∗

This corresponds to rotation in φ1-φ2 space.

Coupling to gauge field Aµ is achieved by making this into a local symmetry.

Assign gauge transformation law:

Aµ → Aµ + ∂µΛ(x), φ→ e−iqΛ(x)φ, φ∗ → eiqΛ(x)φ∗

and define covariant derivatives

Dµφ = (∂µ + i q Aµ)φ, Dµφ
∗ = (∂µ − i q Aµ)φ∗

Ex. Check that under gauge tranformation

Dµφ→ e−iqΛ(x)Dµφ, Dµφ
∗ → eiqΛ(x)Dµφ

∗

The gauge invariant coupling to the Maxwell field can now be obtained by
replacing ∂µ by Dµ in the action:

S =

∫
d4x

[
−ηµνDµφ

∗Dνφ−m2φ∗φ+ interactions
]

+ Smaxwell

Note: Interactions must preserve gauge invariance, e.g. (φ∗φ)2 is allowed but
not φ3φ∗ or φ∗3φ.
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3. Variation of Dirac theory.

We can have theories where we have half the number of fields.

(a) Majorana fermions:

We can impose the condition that the field is invariant under charge conjuga-
tion.

ψ = Cψ̄T

Ex. Check that both sides transform in the same way under Lorentz
transformation

⇒ if we impose this in one inertial frame, it remains valid in all inertial frames.

Such particles are called Majorana particles.

Note: ψ must remain unchanged under gauge transformation since otherwise
the two sides pick up opposite phases

⇒ Dµψ = ∂µψ ⇒ we cannot couple ψ to gauge fields.

Majorana particles are charge neutral.
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(b) Weyl fermions:

Since (γ5)2 = 1, γ5 has eigenvalues ±1 and we can impose the condition

γ5ψ = ψ or γ5ψ = −ψ

Ex. Check as before that this condition is consistent with Lorentz
invariance.

The two signs correspond to ‘left-handed’ and ‘right-handed’ fermions.

Ex. Check that

γ5ψ = ±ψ ⇒ ψ̄ γ5 = ∓ψ̄

This implies that for Weyl fermions:

ψ̄ψ = 0

Proof.
ψ̄ψ = ±ψ̄γ5ψ = ±(∓ψ̄ψ) = −ψ̄ψ

Therefore Weyl fermions must be massless, but they can be coupled to Maxwell
field since ψ̄γµψ does not vanish.

Problem: In such theories the gauge symmetry becomes anomalous

– not a consistent theory.

We could cancel the anomaly by adding Weyl fermions of opposite charge.
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An example of a theory with global anomalous symmetry:

Consider QED with massless fermions (m = 0).

This theory has a symmetry under:

ψ̃(x) = eiγ
5θψ, Ãµ(x) = Aµ(x)

Ex. Check this for infinitesimal transformation (θ small).

This symmetry is anomalous.

The theory is consistent since the gauge symmetry is not anomalous, but the
global symmetry described above is not present in the quantum theory.
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Some general results in quantum field theory (without proof)

1. Spin-Statistics theorem:

In a Lorentz invariant theory, we must

– quantize integer spin fields as bosons i.e. commutators of fields vanish outside
the light-cone (space-like separation)

– quantize (integer + 1/2) spin fields as fermions (anti-commutators vanish
outside the light-cone)

e.g. for scalars we had found the general spectral decomposition formula:

〈Ω|φ(x1)φ(x2)|Ω〉 =

∫ ∞
0

du f(u) ∆+(x1, x2;
√
u)

Therefore

〈Ω|[φ(x1), φ(x2)]|Ω〉 =

∫ ∞
0

du f(u) (∆+(x1, x2;
√
u)−∆+(x2, x1;

√
u))

– vanishes outside the light-cone.

But

〈Ω|{φ(x1), φ(x2)}|Ω〉 =

∫ ∞
0

du f(u) (∆+(x1, x2;
√
u) + ∆+(x2, x1;

√
u))

– does not vanish outside the light-cone.

Similar spectral decomposition for Dirac fermions shows that the anti-commutators
vanish outside the light-cone but the commutators do not vanish outside the
light-cone.

Main point: Once we have proved spectral decomposition based on translation
and Lorentz invariance, the (anti-)commutators are given by superposition of
the free field results.
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2. CPT theorem

In a local, Lorentz invariant quantum field theory, the combined transformation
under C, P and T is always a symmetry even thought C, P and T may not be
symmetries.

In nature C, P and T are violated but CPT is known to be a symmetry.

For more discussion you can consult textbooks

e.g. Bjorken and Drell section 15.14 gives a proof for interacting theory of
scalar, Maxwell and Dirac fields.
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Some final remarks:

The formalism we have used is not manifestly Lorentz invariant

Construction of the Hamiltonian gives a special role to time

– known as the canonical formalism

At the end the Green’s functions are Lorentz covariant (except in gauge theories
where gauge fixing may make the Green’s function also Lorentz non-invariant
although all physical quantities are Lorentz covariant)

This can be rectified using the path integral approach which gives a manifestly
Lorentz covariant way of calculating the Green’s functions.

However once we have constructed the Green’s function, we have to invoke the
results of canonical formalism to connect the results to physical observables
like the S-matrix.
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