
DENSITY FUNCTIONAL STUDY OF ELECTRONIC 
PROPERTIES OF MONOLAYER BLACK AND BLUE 

PHOSPHORUS   
By 

AJANTA MAITY 
 

PHYS08201104010 
 
 

 

 

Harish-Chandra Research Institute, Allahabad 

 

 

 
A thesis submitted to the  

Board of Studies in Physical Sciences 

In partial fulfillment of requirements  

for the Degree of 

DOCTOR OF PHILOSOPHY 

of  

HOMI BHABHA NATIONAL INSTITUTE 
 

 

 

 
 

 

 

 

 

August, 2018 





 
STATEMENT BY AUTHOR

This  dissertation  has  been  submitted  in  partial  fulfillment  of  requirements  for  an

advanced degree at Homi Bhabha National Institute (HBNI) and is deposited in the

Library to be made available to borrowers under rules of the HBNI.

Brief  quotations  from  this  dissertation  are  allowable  without  special  permission,

provided that accurate acknowledgement of source is made. Requests for permission

for extended quotation from or reproduction of this manuscript in whole or in part

may be granted by the Competent Authority of HBNI when in his or her judgment the

proposed use of the material is in the interests of scholarship. In all other instances,

however, permission must be obtained from the author.

    Ajanta Maity



DECLARATION

I, hereby declare that the investigation presented in the thesis has been carried out by

me. The work is original and has not been submitted earlier as a whole or in part for a

degree / diploma at this or any other Institution / University. 

   Ajanta Maity
 



List of Publications arising from the thesis

Journal

1.  “Structural,  electronic,  mechanical  and  transport  properties  of
phosphorene  nanoribbons:  Negative  differentials  resistance
behavior”, A. Maity, A. Singh, P. Sen, A. Kibey, A. Kshirsagar, D.
G. Kanhere, Phys. Rev. B, 2016, 94, 075422.

2.  “Density functional study metal- phosphorene interfaces”, A. Maity,
P. Sen, Int. J. Modern Phys. B, 2017, 11, 1750077

Conference

1.  “Schottky  barrier  height  and  tunnel  barrier  height  at  metal-
phosphorene interface, a density functional study”, School on Nanoscale
Electronic Transport and Magnetism: Fundamentals to Applications, Har-
ish Chandra Research Institute, Allahabad, India, 22nd Feb- 3rd Mar, 2016.

2.  “Study of  mobility  by  strain engineering in  monolayer  black phos-
phorus”,  School  on  Topological  Quantum  Matter,  Harish  Chandra
Research Institute, Allahabad, India, 09-21 Feb, 2015.

   

                                                                                                                  Ajanta Maity



To my parents





Acknowledgments

I am thankful to Prof. Prasenjit Sen for giving me the opprtunity to work with him. I express

my deep gratitude to Prof. Ashoke Sen, Prof. Rajesh Gopakumar, Prof. Pinaki Majumdar, Prof.

Sumathi Rao, Prof. V. Ravindran for giving me unparallel courses on basic physics. I am grateful

to HRI cluster facility which help me in doing computation. I am thankful to my parents for

supporting me. Outside HRI, I am immensely grateful to my best friend Om Prakash for his

encouragement and support.





Contents

Summary 1

List of Figures 3

List of Tables 9

1 Introduction 11

1.1 Two dimensional materials . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

1.2 Production of bulk black phosphorus . . . . . . . . . . . . . . . . . . . . . . . . . 16

1.3 Synthesis of 2D black phosphorus . . . . . . . . . . . . . . . . . . . . . . . . . . 17

1.3.1 Mechanical exfoliation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

1.3.2 Organic-phase exfoliation . . . . . . . . . . . . . . . . . . . . . . . . . . 17

1.3.3 Water-phase exfoliation . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

1.3.4 Other synthesis routes . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

1.4 Structural properties of black phosphorus . . . . . . . . . . . . . . . . . . . . . . 18

1.4.1 Experimental crystal structural parameters . . . . . . . . . . . . . . . . . . 19

1.5 Electronic band structure and tunable band gap . . . . . . . . . . . . . . . . . . . 20

1.6 In plane anisotropy in black phosphorus . . . . . . . . . . . . . . . . . . . . . . . 20

1.7 Device applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

1.8 Nanoribbons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

1.9 Blue phosphorus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27



1.10 Structure of the thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

2 Methods 29

2.1 Born-Oppenheimer approximation . . . . . . . . . . . . . . . . . . . . . . . . . . 30

2.2 Density functional theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

2.3 Hohenberg-Kohn Theorems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

2.3.1 The Kohn-Sham (KS) Equations . . . . . . . . . . . . . . . . . . . . . . . 32

2.4 The Exchange-correlation functional . . . . . . . . . . . . . . . . . . . . . . . . . 35

2.5 HSE06 functional . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

2.6 The Plane wave expansion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

2.7 The pseudopotential theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

2.7.1 Projected Augmented Wave Method (PAW) . . . . . . . . . . . . . . . . . 43

2.8 van der Waals corrections . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

2.9 Charge carrier mobility . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

2.9.1 Boltzmann transport theory . . . . . . . . . . . . . . . . . . . . . . . . . . 49

3 Strain engineering in mobility in monolayer black phosphorus 55

3.1 Computational details . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

3.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

3.3 Data of deformation potential, effective mass and mobility . . . . . . . . . . . . . 66

4 Density functional study of metal/Black phosphorus interface 75

4.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

4.2 Metal adatom on phosphorene . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

4.3 Atomic and electronic structure of MPI . . . . . . . . . . . . . . . . . . . . . . . 79

4.4 SBHs at the interfaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

4.5 TBHs at the interfaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

4.6 Discussions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91



5 Phosphorene Nanoribbon 93

5.1 Computational details . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

5.2 Electronic structure of phosphorene and PNRs . . . . . . . . . . . . . . . . . . . . 94

5.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

6 Density functional study of metal/blue phosphorene interface 107

6.1 Computational method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

6.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

6.2.1 Pristine blue phosphorene . . . . . . . . . . . . . . . . . . . . . . . . . . 109

6.2.2 Metal adatom on blue phosphorene . . . . . . . . . . . . . . . . . . . . . 109

6.2.3 Atomic and electronic structure of metal/blue phosphorene interface . . . . 112

6.2.4 Schottky barrier height at metal/blue phosphorene interface . . . . . . . . . 115

6.2.5 Tunnel barrier height at metal/blue phosphorene interface . . . . . . . . . . 120

6.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

6.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121





Summary
Over past several years two dimensional (2D) materials have drawn attention due to their

unique physical and electronic properties. Being the thinnest material, graphene shows extraor-

dinary properties. Although the carrier mobility of graphene is very large (2,00,000 cm2/V.s), but

it is not suitable as a channel material for lack of a band gap in its electronic structure. Thus

interest arose to move beyond graphene and seek new 2D materials with an intrinsic bandgap.

Transition metal dichalcogenides (TMDC) have attracted attention due to their sizable band gaps.

Phosphorene, the recently exfoliated monolayer of bulk black phosphorus (BP), seems to be a

promising candidate in electronic applications. BP, one of the three main allotropes of phosphorus,

is thermodynamically the most stable.

A phosphorus atom has five electrons in its 3p orbitals. In phosphorene each phosphorus atom

is covalently bonded with three other phosphorus atoms leaving one loan pair. Phosphorene shows

anisotropic mechanical and transport properties.

The specific property of BP which governs the transport behavior as channel material in FETs

is its carrier mobility. Although effective mass is an important factor in determining mobility, it is

not the only one. Within a phonon-limited scattering model, mobility also depends on the so called

deformation potential. Deformation potential describes electron-phonon interaction by calculating

the shift of band edges with strain. Therefore, a proper analysis of strain engineering of mobility

requires the calculation of effective mass as well as deformation potential as a function of strain.

In first principles calculations both effective mass and deformation potential depend critically

on the band structure. Self interaction in the Kohn-Sham potential gives inaccurate band gap. This

problem can be partially overcome by HSE06 functional by including a fraction of the Hartree-

Fock non local exchange potential. Therefore we have employed HSE06 functional proposed by

Heyd, Scuseria and Ernzerhof which is expected to give a better description of the electronic bands

and hence mobility.

Another essential aspect of FET based devices is the interface between the semiconductor

channel and metal electrodes. In the experiments performed so far on phosphorene based FETs
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Ti, Cr, Ni, Pd and Au metal electrodes have been used. Behavior of metal-phosphorene interfaces

depends on the metal as well as thickness of the phosphorene channel.

We have studied the metal/phosphorene interface structure and contact behavior using DFT

based first principles calculations.

In addition to phosphorene nanosheet, phosphorene nanoribbons (PNR) have also been studied

theoretically. The channel material used in FETs are finite in the direction of the perpendicular to

the current, which gives a motivation in studying PNR. Another motivation behind studying PNR

was to have an additional control over the band gap through manipulation of their width. We have

studied three different types of PNR: linear, zigzag and armchair.

A new allotrope of phosphorus called blue phosphorus was predicted by Zhu et. al.. Recently

it has become possible to synthesize monolayer blue phoshorus on Au(111) substrate by molec-

ular beam epitaxy technique. We have studied the metal/blue phoshorene interface using DFT

calculation.

Variation of both electron and hole mobility due to uniaxial strain along armchair and zigzag

directions are studied. We have found that hole mobility is larger than electronic mobility along

zigzag direction when the strain is along zigzag direction and the armchair direction is fixed. Elec-

tron mobility is larger along armchair direction than hole mobility when the zigzag direction is

relaxed and strain is along armchair direction.

We have calculated Schottky barrier height and tunnel barrier height at the metal/phosphorene

interface. We have chosen low index surfaces Pd(111), Pd(100), Pd(110), Au(110), Ni(110) and

Ti(0001). Ti(0001)/phosphorene interface was found to be good for hole injection.

Among the linear, zigzag and armchair nanoribbons, the armchair PNR is semiconductor, while

both linear and zigzag PNR are metallic. A small band gap opens up in linear and zigzag PNR after

edge reconstruction.

We have studied metal/blue phosphorene interfaces and Schottky barrier height and tunnel

barrier height. In this study we have chosen Pd(111), Pd(110), Pd(100), Au(110,), Ni(100) and

Al(111). Al(111)/blue phosphorene interface is found to be good for electron injection.
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Chapter 1

Introduction

1.1 Two dimensional materials

Over past few years two dimensional (2D) materials are interesting research topic for their out-

standing potential applications in many fields such as flexible electronics, sensing and optics, due

to their desirable physical and structural properties. The transports of charge carriers, heat will

be strongly confined in the 2D plane. A rich variety of electronic properties, including metals,

semimetals, insulators, and semiconductors with direct and indirect bandgaps ranging from ultra-

violet to infrared throughout the visible range has been exhibited. Even more, the 2D geometry

has excellent compatibility with current thin film manufacture techniques in the semiconductor in-

dustry, which can facilitate the 2D materials to be integrated with traditional electronic materials,

such as Si, and to be placed on various substrates. Being just one or few atoms thick, 2D materials

immediately appear as the most suitable candidate to create a new generation of electronic devices.

2D materials have strong in-plane chemical bonds and weak van-der Waals coupling between

the layers, which we call 2D layered materials. These layered structures provide the opportunity

for the bulk counterparts to be cleaved into individual freestanding atomic layers. 2D materials can

also own crystal structures of chemical bonding in three dimension (3D), which we call 2D non-

layered materials. The emerging surface-assisted nonlayered materials are artificially synthesized
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on a substrate via chemical vapor deposition (CVD) and epitaxial growth or assembly.

Graphene is the first among the 2D materials which has been exfoliated from graphite in 2004

[1] and has received attention due to its extraordinary properties. A series of methods were devel-

oped to prepare graphene, including mechanical exfoliation, liquid-phase exfoliation, SiC epitaxy,

CVD growth, and molecular assembly.

One of the most interesting aspects of the graphene problem is that its low-energy excitations

are massless, chiral, Dirac fermions[2]. In neutral graphene, the chemical potential crosses exactly

the Dirac point. This particular dispersion, that is only valid at low energies, mimics the physics

of quantum electrodynamics (QED) for massless fermions except for the fact that in graphene the

Dirac fermions move with a speed vF (Fermi velocity), which is 300 times smaller than the speed

of light c. Hence, many of the unusual properties of QED can show up in graphene but at much

smaller speeds. Dirac fermions behave in unusual ways when compared to ordinary electrons if

subjected to magnetic fields, leading to new physical phenomena such as the anomalous integer

quantum Hall effect (IQHE) measured experimentally[3]. The IQHE in graphene can be observed

at room temperature because of the large cyclotron energies for relativistic electrons. In fact, the

anomalous IQHE is the trademark of Dirac fermion behavior.

Other intriguing properties of graphene are excellent carrier mobility[4] (200,000 cm2/V.s.),

stunning thermal conductivity (5300 W/m K)[5], large Young’s modulus (1 TPa)[6]. Besides,

graphene also exhibits large theoretical specific surface area (2630 m2/g), high optical transmit-

tance (∼ 97.7%), and good electrical conductivity. Due to such excellent properties, graphene

shows great application potentials in many fields, such as electronics, optoelectronics, energy stor-

age, and conversion.

Except carbon, other elementary substances of group IVA have 2D non-layered structure, such

as silicene, germanene, and stanene. But unlike graphene, the atoms of silicene and germanene

are bonded with each other via sp3 hybrid orbitals, which are more stable than sp2 hybrid orbitals.

They do not form a van der Waals layered structure in their bulk phase. Although they do not

exist as freestanding sheets, the layered structures can still be successfully obtained. In addition
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to this, the most commonly used method to synthesize silicine is the vacuum deposition on differ-

ent substrates, including Ag(111)[7], Ag(110)[8], Au(110)[9], Ir(111)[10], MoS2[11], ZrB2[12],

and h-MoSi2[13], with the home-built low-temperature STM. Some physical properties of silicene

were predicted by theoretical calculations of structural and electronic properties[14], including

quantum spin Hall effect[15, 16], ferromagnetism[17, 18], tunable thermal conductivity by germa-

nium doping[19], and half-metallic properties[20].

Germanene can be synthesized by CaGe2-based chemical exfoliation[21] and vacuum deposition[22–

24]. Germanene has properties, such as structural stability[25], half-metallic behavior[26], strong

excitonic resonances[27, 28], large carrier mobility[29], Dirac features[30, 31], phonon properties

in the ground state[32, 33], negative thermal expansion[34], spin-polarized electronic transport[35],

controllable magnetic properties[36], infrared adsorption[37, 38], and high thermoelectricity prop-

erties in room temperature[39]. The electronic structures of silicence and germanene are quite

similar to that of graphene and their charge carriers are also massless fermions. A vertical electric

field is able to open a band gap in single-layer buckled silicence and germanene[40].

Stanene is composed of a biatomic layer of Sn(111), in which two triangular sublattices stack

together, forming a buckled honeycomb lattice. The preparation of stanene was achieved by

molecular beam epitaxy (MBE) on a Bi2Te3(111) substrate[41]. Theoretical calculation showed

that stanene has interesting properties, such as tension-induced mechanical properties[42], low

thermal conductivity, and diffusive nature of thermal transport[43, 44], special electronic prop-

erties (Dirac cone with zero-gap at the Fermi level and a Fermi velocity of vF = 0.97× 106

m/s)[45], topological to trivial insulating phase transition[46], giant magnetoresistance (MR)[47],

superconductivity[48], quantum spin Hall effect[49], and so on.

Transition metal dichalcogenides (TMDs) have structure like zinc blende or wurtzite while

layered TMDs are commonly restricted to metals in groups IV-VI and X. Depending on the coor-

dination and oxidation state of the metal atoms, 2D layered TMDs can be semiconductors (MoS2,

WS2), semimetals (WTe2, TiSe2), metals (NbS2, VSe2), and superconductors (NbSe2, TaS2).

TMDs (such as MoS2, WS2, and WSe2) consist of a sandwiched structure of a transition metal layer
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Figure 1.1: Typical structures of layered transition metal dichalcogenides. Cleavable 2H, 1T and
1T structures in layered TMD are shown. Figure is taken from Materials Today, 20, 3 (2017)

between two chalcogen layers. Depending on the atomic stacking configurations, MX2 (M=Metal,

X=Chalcogen) can form two kinds of typical crystal structures: a trigonal prismatic (2H) phase

and an octahedral (1T) phase and their distorted phase (T’) shown in fig.1.1. In 2H-phase of TMD,

each metal atom puts six chalcogen atoms out to two tetrahedrons in +z and z directions while

the hexagonal symmetry. Therefore, chalcogen-metal-chalcogen arrangement along z-direction is

considered as single layer, and weak vdW interactions between layers (chalcogen-chalcogen) en-

able mechanical exfoliation from bulk TMDs to obtain single layer flake. T-phase has a trigonal

chalcogen layer on the top and 180◦ rotated structure (so-called trigonal antiprism) at the bot-

tom in a single layer and results in hexagonal arrangement of chalcogen atoms. Metal atoms are

distorted further (or dimerized in one direction), called T-phase, resulting in the modification of

atomic displacement of chalcogen atoms along z-direction (δ ). 2D TMDs exhibit unique electrical

and optical properties that evolve from the quantum confinement and surface effects. The tunable

bandgap in TMDs is accompanied by a strong photoluminescence (PL) and large exciton binding

energy, making them promising candidates for a variety of optoelectronic devices, including solar
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cells, photo-detectors, light-emitting diodes, and photo-transistors. For example, unique properties

of MoS2 include direct bandgap (∼ 1.8 eV), good mobility (∼ 700 cm2/V.s), high current on/off

ratio ∼ 107−108, large optical absorption (∼ 107 m−1 in the visible range) and a giant PL arising

from the direct bandgap (1.8 eV) in monolayer; thus, it has been studied widely for electronics and

optoelectronics applications.

Borophene is a group IIIA elemental 2D non-layered material which is prepared by vac-

uum deposition[50, 51] and two zone chemical vapor deposition (CVD)[52]. Theoretical cal-

culations indicated that borophene has the properties, such as high work function[53], magnetic

properties[54], and ultrahigh hydrogen storage capacity[55]. Besides, 2D borophene has applica-

tion potential in power generation, electricity transmittance, energy storage, and electric catalytic

field[56, 57].

VA group elemental 2D materials include black phosphorus (BP), arsenene, antimonene, and

bismuthene. Among these black phosphorus is 2D layered material. Arsenene is described as a

single-atomic layer of gray arsenic with a rhombohedral structure. Arsenene has been prepared by

the plasma-assisted process on the InAs substrate, and the thickness is 14 nm[58]. The theoret-

ical calculation predicted that arsenene possesses unique properties, including highly anisotropic

thermal conductivity[59] and topological phase transitions to TI via suitable strain modulation[60].

Antimonene could also be defined as the monolayer gray antimony, which is the most sta-

ble phase among all its allotropes. The preparation methods of antimonene mainly include me-

chanical exfoliation[61], liquid exfoliation[62], molecular beam epitaxy[63], and chemical va-

por deposition[64]. Some theoretical calculations show that antimonene has some interesting

properties, such as spin-orbit coupling effect[65], thermal conductivity effected by size and edge

roughness[66], electronic properties influenced by Stone-Wales defects[67], and ultraviolet light

absorption[68]. A small strain applied to a monolayer antimonene will lead to the transformation

from the indirect bandgap to the direct one, which could further promote its application prospect

in optoelectronics[69, 70].

Bismuthene is another group VA elemental material, which was first prepared on a silicon sub-

15



strate with atomically smooth surface in 2005[71]. Few other 2D materials are mono-chalcogenides

(GaS, GaSe, ZnSe, and SnSe), tri-chalcogenides (TiS3 and ZrS3), group-IV, III-V binary com-

pounds etc.

Recently few layer black phosphorus (BP), a layered material like graphene and TMDs, has

drawn attention due to its unique physical and electronic properties. The electronic bandgap of

BP would increase from 0.3 to 2 eV[72] with the thickness down to monolayer. In addition, it

was demonstrated that the experimental (at room temperature) carrier mobility of BP is up to 1000

cm2/V.s in few-layer quasi 2D phosphorene. The wide range of band gap by varying number of

layers of black phosphorus and moderately high carrier mobility make it a potential candidate in

electronic and optoelectronic applications. The production technique, structure, electronic proper-

ties and a few applications are discussed in the subsequent sections.

1.2 Production of bulk black phosphorus

Phosphorus can take the form of several polytypes, which fall into three allotropes; white, red, and

black (BP). The low dimensional molecular structures (0D, white phosphorus) as well as the poly-

mer structures (1D, phosphorus nanorods), the layered (2D, BP), and tubular structures (2D and

3D, crystalline forms of red phosphorus) contain covalent structure motifs that are interconnected

by van der Waals interactions.

In 1914, Bridgman[73] first reported a method to convert white phosphorus to black phosphorus

at a moderate temperature of 200◦C and a high pressure of 1.2 GPa within 5− 30 min. Recently

Rissi et al.[74] has reported that amorphous red phosphorus could be transformed into crystalline

black phosphorus at 7.5± 0.5 GPa even at room temperature. By melting black phosphorus at a

temperature of 900◦ C and under a pressure of 1 GPa, black phosphorus single crystals larger than

5× 5× 10 mm3 can be synthesized, as reported in this ref[75]. Alternative techniques without

using high pressure have also been developed, such as the technique involving mercury as catalyst,

developed by Krebs et al.[76], the bismuth-flux-based method by Brown et al.[77], and the method

16



based on a chemical transport reaction by Lange et al.[78] that can use a relatively simple setup

while avoiding toxic catalysts or ”dirty” flux methods[79, 80].

1.3 Synthesis of 2D black phosphorus

1.3.1 Mechanical exfoliation

The mechanical exfoliation method, usually operated with a Scotch tape, has been successfully

used to prepare single- and few-layer black phosphorus nanosheets[81]. After transfering onto

Si/SiO2 substrate, few layer BP is cleaned with acetone, isopropyl alcohol and methanol to remove

any scotch tape residue. And finally, the exfoliated sample needs to be heated to 180◦C to remove

solvent residue[82].

Mechanical exfoliation is only suitable for small-scale production for fundamental research

purpose and by its nature, not a scalable process. Moreover, it is reported that mechanically ex-

foliated 2D BP flakes are susceptible to ambient exposure, leading to an irreversible degradation

to oxidize phosphorus compounds[83]. In order to harvest the material’s predominant properties,

optimized synthesis strategies are demanded to produce large quantities of exfoliated nanoflakes.

1.3.2 Organic-phase exfoliation

The most popular and common way of liquid exfoliation to produce mono- or few-layer black

phosphorus from bulk black phosphorus adopts an organic phase as solvent. A few organic reagents

have been chosen as good solvent for liquid exfoliation, including N-methyl-2-pyrrolidone (NMP)[84],

dimethylformamide (DMF)[85], dimethyl sulfoxide (DMSO)[86], Isopropanol (IPA)[87], N-Cylohexyl-

2-pyrrolidone (CHP)[88] etc. For example, Brent presented a simple and scalable route to exfoliate

one-to five-layer phosphorene nanosheets with significant lateral dimensions in NMP[89].
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1.3.3 Water-phase exfoliation

Although those organic solvents can efficiently exfoliate bulk black phosphorus into thin nanoflakes,

their adsorption on the surface of as-exfoliated nanosheets is too intimate to be removed. The or-

ganic residue may be a great threat when concerning the feasibility of using phosphorene in future

bio-analysis. Very recently, Wang successfully prepared ultrathin black phsohorus nanosheets by

exfoliating bulk samples in water[90]. In brief, bulk black phosphorus was first dispersed in dis-

tilled water that bubbled with argon to eleminate the dissolved oxygen molecules for avoiding

oxidation, and then swelled by H2O as intercalated molecule, stepped by sonication in ice water

for 8 hour. Suspensions were centrifuged for 10 min at 1500 rpm to remove the residual unexfo-

liated particles, and the supernatant was collected for further use. The as-exfoliated product turns

out to be a free-standing nanosheet with diameter of about several hundred nanometers. The thick-

ness of those nanosheet measured by atomic force microscopy (AFM) presents a height of about

2.0 nm, which corresponds to four individual black phosphorus layers.

1.3.4 Other synthesis routes

Besides mechanical exfoliation and liquid exfoliation, several other methods are developed as well,

such as plasma treatment[91]. With a subsequent Ar+ plasma treatment after tape-exfoliation,

not only the thickness of exfoliated black phosphorus films can be controlled by performing an

optimized plasma etching process on the top surface of the black phosphorus film, but it also

removes the chemical degradation of the exposed black phosphorus surface by passivation with

PMMA after plasma treatment as well.

1.4 Structural properties of black phosphorus

Black phosphorus forms a layered structure (fig 1.2) with single element, phosphorus, just like

graphene. However, it has several differences when compared with other layered materials con-

sisting of group IV elements. A phosphorene monolayer, however, is puckered with the P atoms
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Figure 1.2: (a) Atomic structure of multi-layer black phosphorus and (b) monolayer phosphorene.
Figure is taken from J. Mater. Chem. C, 2015,3, 8760-8775

being sp3 hybridized. Each of them is covalently bonded to three neighbors, and has one lone pair

of electrons in the fourth hybrid orbital. Because of its puckered structure, a single layer of black

phosphorus consists of two atomic sub-layers and includes two kinds of interatomic bonds.

1.4.1 Experimental crystal structural parameters

The experimental lattice constants of black phosphorus in its orthorhombic crystal structure are[77]

a=4.3763 Å, b=3.3134Å, c=10.478 Å. The shorter bond with length 2.224Å connects phosphorus

in the same layer and the longer bond with length 2.244Å connects phosphorus at top and bottom

in single layer. Individual puckered layers are stacked together by weak van der Waals forces

with seperation of ∼ 5.3Å, thereby creating the bulk black phosphorus multilayer structure. The

theoretical lattice constants of monolayer black phosphorus using different exchange-correlations

will be mentioned in the subsequent chapters according to its relevance.

Black P has three crystalline structures[92]. Black phosphorus can be reversibly converted into

a rhombohedral phase under high pressure of 5 GPa (layered structure type of gray As) and further

at 10 GPa to a simple cubic structure (α-Po structure type). No further structural changes were

reported up to 60 GPa.
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1.5 Electronic band structure and tunable band gap

The band structure of bulk black phosphorus (BP) was verified by angle-resolved photoemission

spectroscopy (ARPES) measurements, as well as ab-initio calculations. The filled bands of freshly

cleaved bulk crystal measured by ARPES are shown in Fig. 1.3, and largely agree with screened

hybrid functional calculations with no material-dependent empirical parameter. Similar to tran-

sition metal dichalcogenides, the band gap of BP shows thickness dependence, increasing from

∼ 0.3 eV for the bulk to ∼ 2 eV for the monolayer[93]. The semiconducting transition metal

dichalcogenides only have indirect bandgaps in multilayers, while the bandgap of black phospho-

rus is direct for all thicknesses. The increase of bandgap for single-layer phosphorene is predicted

to be caused by the absence of interlayer hybridization near the top of the valence and bottom of the

conduction band. In addition, compressive and tensile strain can lead to a significant modification

of the black phosphorus band structure especially in its single- and few-layer forms. The appealing

small but tunable bandgap of BP can therefore bridge the space between zero-gap graphene and

large-gap TMDs (1−2 eV), making it an ideal material for near and mid-infrared optoelectronics.

Moreover, due to the small bandgap resulted from the large excitation binding energy, both p-type

and n-type configurations can be tuned in BP, while few-layer MoS2 can just be tuned into n-type

semiconductor. Single-layer to thin film BP can cover a very broad energy spectrum and inter-

act strongly with electromagnetic waves in the mid-infrared, near-infrared, and visible frequency

range where many important applications in defense, medicine, and communication lie, such as

night vision, thermal imaging, and optical communication networks.

1.6 In plane anisotropy in black phosphorus

Anisotropic properties of black phosphorus are mainly due to its crystal structure. The anisotropy

of black phosphorus is much stronger than other two-dimensional materials such as graphene or

Mo- and W-based TMDCs. There are properties which show anisotropy and they can be divided

into mechanical property, optical property and electronic property.
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Figure 1.3: Band structure of bulk black P mapped out by ARPES measurements. A band gap
around 0.3 eV is clearly observed. Superimposed on top are the calculated bands of the bulk
crystal. Blue solid and red dashed lines denote empty and filled bands, respectively. The directions
of the ARPES mapping are along U (LZ) and T, as indicated in the first Brillion zone shown in
Inset. E f is the Fermi energy (Figure is taken from (Nat Nanotechnol 9(5):372377)

Jiang and Park[94]performed first-principles calculations and revealed that black phosphorus

has different Youngs modulus value for the armchair direction and the zigzag direction (the direc-

tions are shown in fig 1.1). In single layer black phosphorus, Youngs modulus for the armchair

direction has the value of 21.9 N/m, while the zigzag direction has more than twice larger value,

56.3 N/m.

In the same manner, thermal conductivity shows similar tendency with the study of Lee et

al[95]. They compared the thermal conductivity along zigzag and armchair directions with suspended-

pad micro-devices under the condition of steady-state longitudinal heat flow. The anisotropy is

clearly distinguished when temperature is above 100 K. In addition, by solving the phonon Boltz-

mann transport equation based on first-principles calculations, Qin et al. [96] calculated the ther-

mal conductivity of black phosphorus. At 300 K, the thermal conductivities of zigzag direction and
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(b)(a)
Figure 1.4: (a) Armchair and zigzag in-plane thermal conductivities (karmchair and kzigzag) of mul-
tiple BP films. Dashed lines are results of theoretical modelling. The grey error bars account for
the uncertainty of SiN substrate thermal conductivity kSiN , whereas the blue/red error bars do no.
(b) The anisotropic ratio kzigzag/karmchair at different BP thicknesses. The ratio at 12-nm thickness
is calculated using linearly interpolated armchair thermal conductivity from adjacent thicknesses
(Figure is taken from ref.(Nature Communications 6, 1 (2015)

armchair directions are 30.15 W/mK and 13.65 W/mK, respectively. Luo et al.[97] has measured

the anisotropic thermal conductivity experimentally at different thickness of black phosphorus as

shown in Fig1.4. Figure 1.5 plots the angular dependency of absorption coefficient and extinction

spectra. The plot of absorption coefficient and extinction spectra both shows the dumbbell shape.

Along the armchair direction (x-axis), black phosphorus represents high absorption and extinc-

tion. For zigzag direction, there is not any absorption or extinction relative to its perpendicular

direction[98]. These optical property anisotropies are strongly induced by some extrinsic factors,

such as structural deformation, corrugations or defects. Figure 1.6 shows the Hall mobility of the

black phosphorus along the armchair (x-axis) and zigzag (y-axis) directions. For both thicknesses,

8 nm and 15 nm, mobilities along the armchair direction are approximately double compared with

those along the zigzag direction. The anisotropic behavior of electric property was also measured

in a multi-electrode transistor based on black phosphorus. The schematic in fig. 1.7 represents

that a transistor consisting of Ti/Au contact and few-layer phosphorene was fabricated. Contacts

are allocated in round shape with an angular interval, 45◦. The maximum drain current at a 30 V

back gate bias and a 0.5 V drain bias is displayed in fig. 1.7. The maximum drain current shows a
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Figure 1.5: Polar representation of the absorption coefficient and experimental extinction spectra of
the 40-nm intrinsic black phosphorus film. Absorption coefficient is represented with two different
interband coupling strength β which gives different band gap value ω . Extinction spectra are
obtained from FTIR spectroscopy with black phosphorus on SiO2 substrate(Figure is taken from
ref.(Phys. Rev. B 90, 075434)

sinusoidal-like curve with obvious angle dependent property. The maximum drain current has its

minimum value of 85 mA/mm at 45◦ and 225◦ and maximum value of 137 mA/mm at 135◦ and

315◦[99].

1.7 Device applications

Some potential applications of black phosphorus are gas sensor[100], water splitting photocatalyst[101],

thermoelectrics[102], battery material[103] etc. Transistor is one of the most basic and important

applications in electronics. For the outstanding performance of transistor, the channel material

should possess high carrier mobility, high on/off ratio and high conductivity with low conductance

when it is turned. Other two-dimensional materials such as graphene or TMDs are suggested as a

candidate for the channel material. Graphene has a remarkable carrier mobility from 3000 cm2/V.s

to 27,000 cm2/V.s. However, because of its metallic behavior with its zero band gap, it is impos-

sible to achieve low off-state current. In the case of TMDs, they possess high on/off ratios but

relatively low carrier mobilities, which interfere with enhancing transistor performance. On the
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Figure 1.6: Hall mobility measured along x (armchair) and y (zigzag) direction on 8 nm and 15
nm black phosphorus film with constant hole doping concentration of 6.7×1012 cm2 (ACS Nano
volume: 8, 4033 (2014).

Figure 1.7: Schematic of the device structure for determining the angle-dependent transport be-
havior and angular dependence of the drain current and the transconductance of a device. Device
is composed of electrodes and black phosphorus film with 10 nm thickness (ACS Nano volume: 8,
4033 (2014)
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other hand, black phosphorus is able to satisfy required properties. Its mobility can reach up to

∼ 1000 cm2/V.s when the direction is regulated and high on/off ratios, superior to that of TMDs,

can be achieved.

In transistor application metal contact with semiconductor plays a vital role to determine the

type of carrier to carry the current. Here we will mention few experimental observation of metal/

black phosphorus contact in field effect transistor (FET) devices.

Du et al.[104] found Pd to form better contact with few layer phosphorene channels compared

to Ni. With Ni electrodes, the FET behaved as an ambipolar one, but for Pd it showed p-type

characteristics. Das et al.[105] found both p-type FET and n-type FET with Ti and Pd electrodes

under different gate-bias conditions. Pd electrodes were found to be efficient hole injectors into

phosphorene while Ti electrodes were more efficient electron injectors. Perello et al.[106] also

found channel-thickness and metal-electrode-dependent behavior of phosphorene FETs. With Al

electrodes, thinner channels showed n-type FET behavior while thicker ones showed ambipolar

behavior. For Pd electrodes, phosphorene behaved as ambipolar FET, contrary to what was claimed

by Du et al. In one of the first studies on phosphorene FETs, Li et al.[107] used Cr/Au and Ti/Au

electrodes. Schottky barrier formation for electron injection was detected at the metal phosphorene

interfaces(MPIs), and phosphorene behaved as ambipolar FET in these devices. The MPI was

Ohmic for hole injection. Liu et al.[108] on the other hand, used Ti/Au electrodes and found

phosphorene to behave as a p-type FET. A Schottky barrier formation for hole injection was also

detected at the MPI.

1.8 Nanoribbons

While two-dimensional (2D) thin crystals limit the physical phenomena into a plane, in a one-

dimensional (1D) quantum structure (nanowires, nanotubes, and nanoribbons (NRs)), charge car-

riers and excitations have only one degree of freedom. These crystal structures have been the focus

of interest due to their unique properties such as very high electronic density of states, enhanced ex-
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citon binding energy, diameter-dependent bandgap, increased surface scattering for electrons and

phonons, and chirality-dependent electronic band structure. Nanoribbons (NRs), made of single- or

few-atom-thick lamellar crystals, are novel forms of 1D nanoscale materials and are ideal systems

for investigation of the size and dimensionality dependence of the fundamental properties. After

successful synthesis of many 2D monolayer materials, their 1D NR form came into prominence

due to their necessity in nanoscale applications.

Graphene nanoribbons (GNRs) is the first in the 1D NR which is fabricated in experimental

methods: (i) cutting graphene along special directions by using lithography, (ii) bottom-up synthe-

sis from precursor molecules, and (iii) unzipping of carbon nanotubes (CNTs). NRs of graphene

can form zigzag and armchair shaped edges which directly determine their magnetic and electronic

properties. 2D graphene has zero band gap, which can be opened up by fabricating nanoribbon.

Fabricating GNRs with well-ordered edges and controllable widths is an important issue for their

applications in nanoscale devices. Modification of electronic properties in GNRs can also be done

by edge functionalization or applying external electric field.

Unlike graphene, MoS2 has finite band gap. Fabricating the 1D NR form, the gap is tunable by

its width and therefore this structure can be expected to be a promising material for technological

applications. Other examples of NRs are made from 2D materials which are WS2, ReS2, ReSe2,

TiSe2, GaS, GaSe, ZnSe, SnSe, TiS3, ZrS3, silicine, germanene, h-BN.

Recently exfoliated 2D material, black phosphorus(BP) motivates researchers to study the

properties of nanoribbons made from BP. Das et al.[109] demonstrated the formation of few-

nanometer-wide black phosphorus NRs (BPNRs) with both zigzag and armchair edges with con-

trolled structural modification of few layer black phosphorus. Using a top-down method, it is

possible to fabricate NR from suspended few-layer black phosphorus flakes. The fabricated BP-

NRs were about 10 nm on width and few layers on thickness. We will discuss electronic structure

of different edge-types of phosphorene (monolayer black phosphorus) NR using density functional

theory calculations and some its properties in chapter 5.
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1.9 Blue phosphorus

The exciting properties of black phosphorus led researchers to discover new 2D allotropes of phos-

phorus. A new allotrope of phosphorus called blue phosphorus was predicted by Zhu et al.[110].

Recently, it has become possible to synthesize monolayer blue phosphorus on Au(111) substrate

by molecular beam epitaxy (MBE) technique[111]. A free standing monolayer blue phosphorus

was found to be metastable but it retains its stability on Au substrate[112].

The wide band gap of 2 eV of monolayer blue phosphorus (blue phosphorene) makes it useful

in field effect transistor (FET) devices. Though, blue phosphorene has small carrier mobility ( elec-

tron mobility is 20 cm2/V.s)[112], it can be tuned by applying strain[113]. Like mobility, carrier

concentration is also an important ingredient in controlling the conductivity. The carrier concentra-

tion of blue phosphorene can be tuned by applying external electric field or impurity inclusion, as

a result the conductivity can also be tuned. The quality of contact bletween blue phosphorene and

metal surfaces is an important parametr in controlling the FET device efficiency. Metal electrodes

form an electrostatic barrier at the contact of blue phosphorene. The charge carrier injection in

the semiconductor from metal can be controlled by the intrinsic electronic properties of metal and

semiconductor viz. work function of metal and electron affinity and ionization potential of semi-

conductor. The contact barrier has been studied by making heterostructures of blue phosphorene

with TMD (transition metal dichalcogenides)[114], graphene, graphene like GaN.

1.10 Structure of the thesis

Motivated by the interesting properties of phosphorene, my thesis is devoted to few aspects of

phosphorene. Growing attention of phosphorene encourages us to study its characteristics. The

plan of my thesis is as follows.

Chapter 2 is devoted to the methods and techniques used to perform the simulations in this

thesis. The basic theoretical framework is DFT, which allows to solve the many-particle problem

through independent electron approximation. Next we have discussed the techniques for solving
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the Kohn-Sham equations using plane-wave basis sets, and construction of PAW potentials. In this

end, we have shown the derivation of the charge carrier mobility expression in two dimensional

structures.

Chapter 3 includes the variation of mobility with strain. The property of a semiconductor that

ultimately governs its transport behavior is carrier mobility. Although effective mass is an impor-

tant factor determining mobility, it is not the only one. Even within the simple model of phonon

scattering, mobility depends on the so-called deformation potential (DP). Therefore, a proper anal-

ysis of variation of mobility with strain requires more than just the calculation of effective mass.

We will discuss variation of mobility using HSE06 method with uniaxial strain along armchair and

zigzag direction.

Chapter 4 is devoted to the study of metal/phosphorene interface. We have calculated Schottky

barrier height and tunnel barrier height at the metal/phosphorene interface. We have chosen low

index surfaces Pd(111), Pd(100), Pd(110), Au(110), Ni(110) and Ti(0001).

Chapter 5 is concerned about the electronic properties of three types of phosphorene nanorib-

bon (PNRs) having three types of edges: armchair, linear and zigzag.

Chapter 6 gives the results of metal/blue phosphorene interfaces and Schottky barrier height

and tunnel barrier height. In this study we have chosen Pd(111), Pd(110), Pd(100), Au(110,),

Ni(100) and Al(111).
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Chapter 2

Methods

The starting point of a quantitative theoretical investigation of the properties of solids is the many-

body Schrodinger equation. The many-body Hamilton operator of the solid is given by

Ĥ =−
P

∑
I=1

1
2MI

∇
2
I −

N

∑
i=1

1
2

∇
2
i +

1
2

P

∑
I=1

P

∑
J 6=I

ZIZJ

|RI−RJ|
+

1
2

N

∑
i=1

N

∑
j 6=i

1
|ri− r j|

−
P

∑
I=1

N

∑
i=1

ZI

|RI− ri|
(2.A)

Here R = {RI, I = 1, ...,P} is a set of P nuclear coordinates, and r = {ri, i = 1, ...,N} is a set

of N electronic coordinates. ZI and MI are the nuclear charges and masses, respectively. The first

and second terms represent the kinetic energy contributions (Tn and Te) of the nuclei and electrons,

the third and fourth terms represent the electron-electron and nucleus-nucleus repulsive interac-

tions (Vnn and Vee) respectively. The last term represents the attractive potential (Vne) between the

nuclei and electrons. In principle, the total energy of the system can be obtained by solving the

Schrödinger equation.

Ĥξ (R,r, t) = Etotξ (R,r, t) (2.B)

where Etot is the total energy and ξ (R,r, t) are the many-body wavefunction of electron-nuclei

system. The many-body wave function depends on the coordinates of all the atoms RI , and on the

space and spin coordinates of all electrons ri.
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2.1 Born-Oppenheimer approximation

Considering that nuclei are much heavier than electrons, one can assume that electrons react to

an external field much faster than nuclei. Thus, it seems to be reasonable to assume that electrons

adjust without noticeable delay to the current positions of the atoms RI . Formulated more precisely,

it can be said that electrons in general react to a perturbation on a time scale of femtoseconds (10−15

s), while nuclei require times of the order of picoseconds (10−12 s). Thus, we may assume that

from the electrons point of view the nuclei do not move (or move sufficiently slowly). If the kinetic

energy of the nuclei would be zero (or MI/m→∞), the electrons could be described by the equation

Ĥe = T̂e +V̂ne +V̂ee (2.1)

We assume that at each time, i.e., for each lattice geometry RI , the electrons are in an eigenstate

of Ĥe. The electrons do not feel the nuclear motion and are always in the electronic ground state.

This is called the Born-Oppenheimer approximation.

Many traditional approaches to solving this difficult many-body problem 2.1 begin with the

HartreeFock (HF) approximation, in which electronic wave function is approximated by a single

Slater determinant (an antisymmetrized product) of orbitals (single-particle wavefunctions) and

the energy is minimized. These include configuration interaction, coupled cluster, and Moller-

Plesset perturbation theory, and are mostly used for finite systems, such as molecules in the gas

phase. Other approaches use reduced descriptions, such as the density matrix or Greens function,

but leading to an infinite set of coupled equations that must somehow be truncated, and these are

more common in applications to solids. More accurate methods usually require more sophisticated

calculations, which takes longer on a computer. Thus, there is a compelling need to solve ground-

state electronic structure problems reasonably accurately, but with a cost in computer time that

does not become prohibitive as the number of atoms (and therefore electrons) becomes large.
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2.2 Density functional theory

The density functional theory (DFT) treats the electron density as the central variable rather than

the many-body wavefunction. This conceptual difference leads to a remarkable reduction in diffi-

culty: the density is a function of three variables, i.e. the three Cartesian directions, rather than 3N

variables as the full many-body wavefunction is.

2.3 Hohenberg-Kohn Theorems

In 1964 Hohenberg and Kohn [115] developed an exact formal variational principle to determine

the ground energy of many-body system, where electron density is chosen to be the basic variable.

They gave two theorems that laid the foundation of the DFT.

Theorem I: The external potential v(r) is uniquely determined by the ground-state electron

density ρ(r), within a trivial additive constant. Thus the ground state density determines the full

Hamiltonian, except for a constant shift of the energy.

Hence all the properties of the many-body electronic system such as total energy and kinetic

energy are also functionals of the ground state electron density ρ(r).

Theorem II: For a trial density ρ̃(r), such that ρ̃(r) ≥ 0 and
∫

ρ̃(r)dr = N, the total energy

functional E[ρ̃] has a lower bound equal to the ground state energy E[ρ(r)] of the system:

E[ρ(r)]≤ E[ρ̃(r)] (2.1)

where ρ(r) is the ground state electron density of the system.

Using the first theorm, the total energy functionals for a electronic system at a certain external

potential v(r) can be written as,

Ev[ρ] = Te[ρ]+Vne[ρ]+Vee[ρ] = FHK[ρ]+
∫

ρ(r)v(r)dr (2.2)

FHK[ρ] = Te[ρ]+Vee[ρ] (2.3)
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Where FHK is a universal functional of ρ(r) because it is independent of the external potential.

It includes kinetic energy of the electrons Te[ρ] and the interaction energy between the electrons

Vee[ρ].

The second KS theorem provides a variational principle for Ev[ρ(r)] with ρ(r) as the basic

variable. The minimization of the total energy functional Ev[ρ̃(r)] with respect to a trial density

ρ̃(r) gives the ground state density ρ(r) which in turn determine ground state energy E[ρ(r)] of the

system. Hence ground state density ρ(r) which minimizes E[ρ(r)] can be obtained via stationary

principle

δ{Ev[ρ]−µ[
∫

ρ(r)dr−N]}= 0, (2.4)

where µ is the Lagrange multiplier for the constraint
∫

ρ(r)dr = N. Equation (2.4) gives the

Euler-Lagrange equation,

µ =
δEv[ρ]

δρ(r)
= v(r)+

δFHK[ρ]

δρ(r)
(2.5)

where µ is the chemical potential of the N-electron system.

2.3.1 The Kohn-Sham (KS) Equations

In principle, if we knew the exact functional FHK , equation (2.2) would be an exact equation for the

ground-state properties. Unfortunately, the exact FHK is unknown, leaving the Hohenberg-Kohn

theorems without much practical relevance. In 1965 Kohn and Sham [116] gave an ansatz which

state that the ground state density of an interacting system can be represented by the ground state

density of a reference system of non-interacting electrons. This maps the problem of the system of

interacting electrons onto a reference system of non-interacting electrons and introduces a set of

single particle equations known as Kohn-Sham equations.

Within this approach, the ground state density of the interacting system ρ(r), can be written as

ρ(r) =
N

∑
i
|ψi(r)|2 (2.6)
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where ψi(r) are the spin orbitals known as Kohn-Sham orbitals. The Hamiltonian for non-interacting

reference system with the same ground state density ρ(r) can be written as

ĤR =
N

∑
i
[−1

2
∇

2
i + ve f f (ri)] (2.7)

Here the effective potential ve f f (r) is such that the ground state density of ĤR is the same as

ρ(r). Since ĤR is non-interacting, the ground state wave function can be represented by a Slater

determinant of the N lowest-energy eigenfunctions.

The kinetic energy Ts[ρ] of the reference system can be written as

Ts[ρ] =−
1
2

N

∑
i
< ψi | ∇2 | ψi > (2.8)

The one-electron orbitals ψi(r) can be obtained by solving the one-electron Schrödinger equation

[−1
2

∇
2 + ve f f (r)]ψi(r) = ĤKSψi(r) = εiψi(r) (2.9)

where ĤKS are the one-electron Hamiltonian and εi are the Kohn-Sham orbital energies. Hence an

interacting system is transformed to a noninteracting system, where electrons move in an effective

potential ve f f (r). Using equation(2.8) and equation(2.3), the universal functional FHK can be

written as

FHK[ρ] = Ts[ρ]+ J[ρ]+Exc[ρ] (2.10)

where J[ρ] is classical Coulomb energy term, defined as,

J[ρ] =
1
2

∫∫
ρ(r)ρ(r′)
|r− r′|

drdr′ (2.11)

Exc[ρ] is exchange-correlation energy, defined as,

Exc[ρ] = (Te[ρ]−Ts[ρ])+(Eee[ρ]− J[ρ]) (2.12)
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Te and Ts are the kinetic energy of interacting and non-interacting electrons respectively. The

exchange-correlation energy contains the kinetic correlations which are ignored in Ts[ρ] and the

non-classical contributions of the interacting electrons. By substituting FHK[ρ] in the total energy

functional Eq (2.2), the Kohn-Sham energy functional is obtained as

EKS[ρ] =
∫

ρ(r)v(r)dr+Ts[ρ]+ J[ρ]+Exc[ρ] (2.13)

Now minimizing the Kohn-Sham energy functional EKS[ρ] with respect to density ρ(r), under the

constraint
∫

ρ(r)dr = N, we get the Euler equation as

µ = v(r)+
δTs[ρ]

δρ(r)
+

δJ[ρ]
δρ(r)

+
δExc[ρ]

δρ(r)
(2.14)

Here µ is the chemical potential of the non-interacting system, which should concide with the the

chemical potential of the interacting system. Hence comparing equations (2.14) and (2.5), we can

obtain the KS effective potential.

ve f f (r) = v(r)+
δJ[ρ]
δρ(r)

+
δExc[ρ]

δρ(r)
= v(r)+

∫
ρ(r′)
r− r′

dr′+ vxc(r) (2.15)

where the exchange-correlation potential vxc(r) is defined as

vxc(r) =
δExc[ρ]

δρ(r)
(2.16)

In the Kohn-sham formalism electrons move in an effective potential ve f f (r), which depends on

the classical Coulomb potential, exchange-correlation potential and the external potential V (r).

Hence the total energy of the system can be written as

E[ρ] =
N

∑
i

εi−
1
2

∫
ρ(r)ρ(r′)
|r− r′|

drdr′+Exc[ρ]−
∫

ρ(r)vxc(r)dr (2.17)

where εi =< ψi | −∇2

2 + ve f f (r) | ψi > . Since ve f f (r) depends on the density ρ(r) through the
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Coulomb potential, which in turn depends on the ψi(r)’s, hence the solution of equation (2.9) can

only be achieved by self-consistency. To solve these equations, for a given nuclei configuration,

we start with some trial charge density and generate ve f f . Then the Kohn-Sham equations are

solved to get ψi’s and the new ρ(r) is calculated. The same process is repeated iteratively till the

old and new charge densities are same or the difference in energies obtained in two consecutive

cycles is below some tolerence value. If the exact form of Exc[ρ] were known, the Kohn-Sham

formalism would lead to the exact energy, i.e. the correct eigenvalue of the Hamilton operator Ĥ of

the Schrödinger equation. The Kohn-Sham approach is thus in principle exact. The approximation

only enters when we have an explicit form for the unknown functional for the exchange-correlation

energy Exc and its corresponding potential vxc . A major goal of modern density-functional theory

is therefore to find better and better approximations to the exchange-correlation energy.

2.4 The Exchange-correlation functional

The simplest approximation to Exc was introduced by Kohn and Sham and is known as the local

density approximation (LDA). The idea is to construct the exchange-correlation energy for an

inhomogeneous gas from the electron density of the homogeneous gas ρ(r). This can be done by

assuming electron density as locally homogeneous at each point in space. In this way the LDA

exchange-correlation energy will have the form,

ELDA
xc [ρ] =

∫
ρ(r)εxc(ρ(r))dr (2.18)

where εxc(ρ(r)) is the exchange and correlation energy per particle of a homogeneous electron gas

of density ρ(r). The corresponding exchange-correlation potential becomes,

vLDA
xc (ρ(r)) =

δELDA
xc [ρ]

δρ(r)
= εxc[ρ(r)]+ρ(r)

∂εLDA
xc [ρ]

∂ρ
(2.19)
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Further, εxc(ρ(r)) can be divided into exchange and correlation contributions

εxc(ρ) = εx(ρ)+ εc(ρ) (2.20)

The exchange part is given by Dirac as

εx(ρ) =−Cxρ(r)1/3, Cx =
3
4

( 3
π

)1/3
(2.21)

The correlation part εc(ρ) cannot be expressed by such an explicit functional form. Only numer-

ical values are known from the highly accurate quantum Monte Carlo calculation of Ceperly and

Alder[117]. This has been fitted to parameterize suitable expressions [118], which are used in most

of the current electronic structure calculations.

The extension of LDA for spin-polarized systems with charge densities ρ↑(r) and ρ↓(r) (for up

and down electrons respectively) can be written as.

ELSDA
xc =−3

2

( 3
4π

)1/3 ∫ [
ρ↑(r)4/3 +ρ↓(r)4/3

]
dr+

∫
ρ(r)εc(ρ↑(r),ρ↓(r))dr (2.22)

This is called local spin density approximation (LSDA). Here εc(ρ↑(r),ρ↓(r)) is the correlation

energy per electron in a homogeneous electron gas.

From the above discussion, it seems that LDA should be a good approximation if the electron

density ρ(r) is slowly varying. However, it gives good results even in cases where the density is

not slowly varying. This theory does extremely well for metals. It underestimates the band gaps

in semiconductors by a factor of 1/2−1/3. Also it does not properly describe strongly correlated

systems, particularly Mott insulators. Intense efforts have been devoted to improve upon LDA. A

straightforward correction to the LDA is to construct an exchange-correlation functional, based on

electron density as well as its gradient. This approximation is known as the generalized gradient
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approximation (GGA).

EGGA
xc [ρ↑,ρ↓] =

∫
f
(

ρ↑(r),ρ↓(r),∇ρ↑(r),∇ρ↓(r)
)

dr (2.23)

with the function f being chosen by some set of criteria. There are a large number of distinct GGA

functionals depending on the form of the function f . Two of the most widely used functionals

in the literature are the Perdew-Wang functional (PW91)[119] and the Perdew-Burke-Ernzerhof

functional (PBE)[120].

2.5 HSE06 functional

HSE06 functional was proposed by J. Heyd, G.E. Scuseria and M. Ernzerhof[121]. In HSE06 func-

tional the short range part of exchange is a mix of Hartree-Fock (HF) nonlocal and PBE semilocal

functionals. The long range parts of exchange and correlation are taken exactly as in PBE. The full

exchange-correlation functional in HSE06 is written as

EHSE
xc = eEHF,SR

x (ω)+(1− e)EPBE,SR
x (ω)+EPBE,LR

x (ω)+EPBE
c (2.2)

where EHF,SR
x , EPBE,SR

x and EPBE,LR
x are the short- and long- range parts of the HF and PBE ex-

change energies, respectively. EPBE
c is the PBE correlation energy. ω gives the inverse length that

seperates the short- and long - range Coulomb interactions. e determines the fraction of short-range

HF exchange. We used e=0.25 and ω=0.2Å−1, the default values in HSE06.

2.6 The Plane wave expansion

The most common approach to solve the Kohn Sham (KS) equations is to expand the single-particle

eigenstates in terms of a set of basis functions. The KS equations then transform into equations

for the expansion coefficient which may be solved by various well-established numerical methods.
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Plane waves are orthonormal. Hence, upon a basis set expansion the KS equations transform into

a simple matrix eigenvalue problem for the expansion coefficients. A further advantage of plane

waves is that they are not biased to any particular atom. Any region in space is treated on an equal

footing so that calculations do not have to be corrected for a basis set superposition error. Since

plane waves do not depend on the positions of the atoms, the Hellman-Feynman theorem can be

applied directly to calculate atomic forces. Even for a non-complete basis set the Pulay terms are

identically zero.

A plane wave expansion of the Kohn-Sham orbitals can be achieved as follows :

ψi(r) =
1√
Ω

∑
q

ci,qeiq.r = ∑
q

ci,q | q > (2.24)

where Ω is the volume of the crystal composed of Ncell primitive cells each of volume Ωcell . The

ci,q are the expansion coefficients of the wave function in the basis of orthonormal plane wave | q>

satisfying, < q′|q >= δq,q′ . Now inserting this in equation (2.7), taking the product with < q′| and

integrating in the real space gives

∑
q
< q′|Ĥe f f |q > ci,q = εi ∑

q
< q′|q > ci,q = εici,q′ (2.25)

The matrix element of the kinetic energy operator can be written as

< q′|− 1
2

∇
2|q >=

1
2
|q|2δq,q′ (2.26)

The effective potential, Ve f f has the periodicity of the lattice and therefore the only allowed Fourier

components are those with the reciprocal lattice vectors of the lattice. We thus have

Ve f f (r) = ∑
m

Ve f f (Gm)exp(iGm.r), (2.27)
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where Gm’s are the reciprocal lattice vectors and Ve f f (Gm)’s are the Fourier components of Ve f f (r).

Ve f f (G) =
1

Ωcell

∫
Ωcell

Ve f f (r)exp(−iG.r)dr. (2.28)

Thus the matrix element of the potential can be written as

< q′|Ve f f |q >= ∑
m

Ve f f (Gm)δq′−q,Gm. (2.29)

Thus, the matrix elements of the Ve f f are nonzero only if q and q′ differ by a reciprocal lattice

vector Gm. Assume q = k+Gm and q′ = k+Gm′ . Then for any given k, the Schrödinger-like

equation is given by

∑
m′

[
|k+Gm|2δm,m′+Ve f f (Gm−G′m)

]
ci,m′(k) = εi(k)ci,m(k) (2.30)

where δm,m′ reflects that the kinetic energy is diagonal, εi are the electronic energies. The above

equation is the basic Schrödinger-like equation of a periodic crystal with a plane wave basis set.

Eigenfunctions of equation (2.30), for a given k are given by equation (2.24), with the sum over q

restricted to q = k+Gm. Hence

ψi,k(r) =
1√
Ω

∑
m

ci,mexp(i(k+Gm).r)

= exp(ik.r)
1√

Ncell
ui,k(r) (2.31)

where

ui,k(r) =
1√

Ωcell
∑
m

ci,mexp(iGm.r); Ω = NcellΩcell (2.3)

This is the Blochs theorem, where ui,k(r) carries the periodicity of the crystal. Here for each k, the

number of allowed reciprocal vectors G is infinite. Hence, in principle infinite number of plane

waves are required to represent the wave functions with infinite accuracy. However, the coefficients

ci,m′(k) for the plane waves with small kinetic energy are typically more important than those with
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large kinetic energy. Thus the plane wave basis set can be truncated to include only plane waves

that have kinetic energies less than a particular energy cutoff Ecut ,

1
2
|~k+ ~G|2 ≤ Ecut (2.32)

Employing a finite basis set may introduce some inaccuracy, therefore, appropriate convergence

tests have to be performed in order to find an Ecut that is sufficient to compute the property of

interest with the required accuracy.

2.7 The pseudopotential theory

Most physical and chemical properties of crystals depend to a very good approximation only on

the distribution of the valence electrons. The core electrons do not participate in the chemical

bonds and they are strongly localized around the nucleus. On the other hand, the deeply bound

core electrons require a huge number of plane wave basis functions for their description which

increase the computational cost. The pseudopotential approximation allows the electronic wave

functions to be expanded using a much smaller number of plane waves, by replacing the strong

ionic potential with a weaker and screened pseudopotential. In this approach only the chemically

active valence electrons are considered explicitly, while the inert core electrons are eliminated

using the ”frozen-core approximation”. All the electrostatic and quantum-mechanical interactions

of the valence electrons with the cores, such as the nuclear Coulomb attraction screened by the core

electrons, Pauli repulsion, and exchange and correction between core and valence electrons, are

accounted for an angular momentum-dependent pseudopotential. The concept of pseudopotentials

is illustrated in fig 2.1, where true valence wave function Ψ is peaked far away from the nucleus

(dotted curve). It has a lot of oscillations near the nucleus which ensures its orthogonality to the

core states. The description of these nodes by plane wave demands high energy cutoffs. Since the

all-electron valence wave function Ψ within the core region does not contribute significantly to the

bonding properties, it can be approximated by a smooth and nodeless wave function Ψps within
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Figure 2.1: (a) Schematic diagram of all-electron (solid lines) and pseudoelectron (dashed lines)
potentials and their corresponding wave functions. The radius at which all-electron and pseudo-
electron values match is designated rc (b) Oxygen 2p radial wave function (solid line) and corre-
sponding norm-conserving (PRL 43, 1494(1979)) (dotted line) and ultrasoft (dashed line) pseudo
wave functions. The figure is reproduced from Ref. PRB 41, 7892(1990).
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the core region. The core region is defined by a cut-off radius rc which includes all the nodes of

the true valence wave functions. Thus Ψps is constructed in such a way that it matches with the

true valence wave function outside the core radius and nodeless inside the core radius.

The effective potential corresponding to this pseudo wave function Ψps within the core region

is called the pseudopotential Vps. There are many schemes for construction of pseudopotentials

from different authors such as Troullier and Martins[122, 123], Kerker[124], Hamann, Schlüter,

and Chiang[125], Vanderbilt[126], Goedecker-Teter-Hutter[127].

In general, the construction of the pseudopotentials should be such that

(1) the eigen values of the pseudo-wave functions and all-electron wave functions should be

identical for a chosen electronic configuration of the atom,

(2) both wave functions should be identical outside a cutoff radius rc,

(3) the pseudo-wave function should be node-less,

(4) the logarithmic derivative of both the wave functions should agree for r ≥ rc.

If the norm of the pseudo-wave function is equal to the norm of the all electron wave function

within the core region, such pseudopotentials are called norm-conserving pseudopotentials. These

are more accurate and have good transferability properties, i.e. the pseudopotential constructed

in one environment (usually the atom) can faithfully describe the valence properties in different

environments including atom, ions, molecules, and solids.

The main constraint with the norm-conserving pseudopotentials is that good transferability re-

quires a core radius around the outermost maximum of the all-electron wave function, because only

then the charge distribution and the moments of the all-electron wave function are well reproduced

by the pseudo wave function. Therefore, for elements with strongly localized orbitals such as

transition metals and rare-earth elements, the resulting pseudopotentials require large plane wave

basis sets. Thus require a much more computational time and efforts. Vanderbilt[126] showed that

this problem can be solved by relaxing the norm-conservation condition. This greatly reduced the

energy cutoff because a large value of cut-off radius rc could be used. The pseudo wave function

Ψps can be made much softer within the core region. However this results in the charge deficit
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in the core region. To compensate for this deficit, the augmentation charges which are define as

the charge density difference between true and pseudo-wave functions, are introduced in the core

region. The core radius rc can now be chosen quite large independently of the position of the max-

imum of the all-electron wave function. Only for the augmentation charges, a small cutoff radius

must be used to restore the moments and the charge distribution of the all-electron wave function

accurately. These pseudopotentials are termed as ultra-soft pseudopotentials.

2.7.1 Projected Augmented Wave Method (PAW)

The major drawback of pseudopotential methods is that all information on the full wave function

close to the nuclei is lost. This can influence the calculation of certain properties, such as hyperfine

parameters, and electric field gradients. In 1994 Blöchl[128] developed the PAW method, which

in principle is a frozen-core all electron method. It combines the advantage and accuracy of all-

electron methods to computationally less expensive pseudopotential methods. Its close connection

to the ultra-soft pseudopotential was derived by Kresse and Joubert in 1999[129].

The PAW method is based on the division of the whole space Ωw into distinct regions: a

collection of non-overlapping spherical regions (the augmentation sphere) around each atom Ωa

and the remainder, the interstitial region Ω1.

Ωw = Ω1 +
⋃
a

Ωa (2.33)

The plane wave basis sets, which are ideal for the interstitial region Ω1, are difficult to use for

the description of wave function in the augmentation spheres. This problem can be circumvented

by introducing auxiliary smooth wave functions Ψ̃i(r) which can be obtain from the all-electron

wave function Ψi(r) via an invertible linear transformation T .

|Ψi >= T |Ψ̃i > (2.34)

where i is composite index for the band k and spin. This transformation yields the transformed KS
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equations.

ĤKSΨi = εiΨi (2.35)

ĤKST Ψi = εiT Ψi (2.36)

T †ĤKST Ψi = T †T εiΨi (2.37)

Auxiliary wave functions are obtained by solving eq. (2.37) and then transforming them back

to true wave function using Eq. (2.35). The operator T modifies the smooth auxiliary wave

function in each atomic region, so that the resulting all-electron wave function has the correct

nodal structure. It can be written as,

T = 1+∑
a

T a (2.38)

where T a is the atom centered transformation and has no effect outside a certain atom specific

augmentation region |r−Ra| < ra
c . Here Ra specify each lattice site. Hence the auxiliary and

all-electron wave functions are identical outside the augmentation spheres. The cutoff region of

radius ra
c should be chosen such that there is no overlap between the augmentation spheres. Inside

the augmentation spheres, the true wave function Ψi can be expanded in terms of partial waves φi.

For each of these partial waves, we can define a corresponding auxiliary smooth partial wave φ̃i ,

and write,

|φi >= (1+T a)|φ̃i > (2.39)

T a|φ̃i >= |φi >−|φ̃i > (2.40)

Hence for every atom, the local operator T a adds the difference between the true and auxiliary

partial wave functions. This is schematically shown in fig.2.2. Any physical quantity can be

evaluated by calculating the expectation value of the operator in terms of either the true or auxiliary

wave function.

< A >= ∑
n

fn < Ψi|A|Ψi >= ∑
n

fn < Ψ̃i|T †AT |Ψ̃i > (2.41)
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Figure 2.2: Schematic representation of the PAW transformation. The auxiliary wave function is
constructed from the full wave function by subtracting the oscillatory part close to an atom and
replacing it by a smooth function

where fn are the occupation of the valence states.

Thus the PAW method an all-electron method and not a traditional pseudopotential method.

It uses the information of full density and potential. The converged results of the PAW method

do not depend on a reference system such as an isolated atom. There are no transferability errors

and the high spin atoms can be described efficiently. Like other all-electron methods, the PAW

method provides access to the full charge and spin density, which is relevant for many properties

e.g hyperfine parameters.

Geometry optimization

The main purpose of geometry optimization is to find the lowest energy structure of a system from

an arbitrary starting geometry. Within Born-Oppenheimer approximation, the motion of the nuclei

and the electrons can be separated, hence a geometry optimization is a two step process. (1) The

electronic self consistent calculation for a given geometry, (2) the ionic relaxation of the nuclei

according to the Hellmann-Feynman theorem[130].

The Hellmann-Feynman force acting on the Ith atom can be written as

FI =−
∂Etotal

∂RI
=−[∂EN

∂RI
+

∂E
∂RI

] (2.42)

RI ’s is the position of the Ith atom. The forces due the electrons Fe on the Ith nuclei can be written
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as

Fe
I =−

∂

∂RI
< Ψs|Ĥe|Ψs >

=−< Ψs|
∂ Ĥe

∂RI
|Ψs >−<

∂Ψs

∂RI
|Ĥe|Ψs >−< Ψs|Ĥe|

∂Ψs

∂RI
> (2.43)

Since Ψs is an eigenfunction of Ĥe,

Fe
I =−< Ψs|

∂ Ĥe

∂RI
|Ψs >−E <

∂Ψs

∂RI
|Ψs >−E < Ψs|

∂Ψs

∂RI
>

=−< Ψs|
∂ Ĥe

∂RI
Ψs >−E

∂

∂RI
< Ψs|Ψs > (2.44)

However Ψs are normalized < Ψs|Ψs >= 1 and last term in the above vanishes. Then total force

on the Ith atom can be written as

FI =−
∂EN

∂RI
−< Ψs|

∂ Ĥe

∂RI
|Ψs > (2.45)

Hence the forces on the nuclei can be calculated using Eq. (2.45). Once the forces are known,

one can use optimization techniques such as the steepest descent (SD) or conjugate gradient (CD)

method to move the nuclei towards the local minimum. This will generate a new nuclear con-

figuration and the same process (electronic self-consistent cycle) will be repeated to calculate the

forces in the new nuclear configuration using Eq. (2.50). Based on the new forces, again the nuclei

are moved to new positions. The process continues till the force on each atom is below a given

threshold value. At the end of this process, the nuclei reach an equilibrium configuration which is

a local minimum of their potential energy surface (PES).
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2.8 van der Waals corrections

It is well known that most popular DFT functionals such as LDA or GGA do not describe the

long-range electron correlation that are responsible for the van der Waals (vdW) interactions. The

dispersion interactions are viewed as non-local electron correlations, which cannot be captured

by standard exchange-correlation functionals. An accurate and efficient estimation of vdW forces

in conjunction with DFT functionals is non-trivial and is still a matter of discussion. One of

the dispersion-corrected DFT approach was proposed by Grimme known as DFT-D2 (or DFT-D)

method[131]. In this method, a semi-emperical attractive term is added to the DFT energy to

account for medium and long-distance dispersive forces, so that total energy is now written as

Etot = EDFT +Edisp (2.46)

where EDFT is the DFT total energy computed with a given exchange-correlation functional and

Edisp is a semi-empirical pair-wise dispersion correction given by

Edisp =−s6

Nat−1

∑
i=1

Nat

∑
j=i+1

Ci j
6

R6
i j

fdamp(Ri j,R
i j
0 ) (2.47)

Here Nat is the number of atoms in the system, s6 is a global scaling factor and depends on the

exchange-correlation functional, Ci j
6 s are the dispersion coefficients for the atom-pair i j and Ri j

is the interatomic distance. For a pair of different elements, the value of Ci j
6 s is taken as the

geometric mean of the coefficients of individual elements. fdamp is a damping function which

avoids divergence of the R6
i j term at small distances and double-counting effects of correlation at

intermediate distance. It determines the range of the dispersion correction.

fdamp(Ri j,R
i j
0 ) =

1

1+ exp(−d Ri j

sr,nRi j
0
−1)

(2.48)
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where Ri j
0 is cutoff radius for the atom pair which is taken as the average of the emperical atomic

vdW radii. d is the global constant that determines the steepness of the damping function (the

higher the value of d, the closer it is to a step function), and sr,n is a scaling factor and determines

the range of interaction covered by the given DFT exchange-correlation functional. While using

the DFT-D2 method, we used the PBE exchange correlation functional in the DFT part and the

value of s6 is taken as 0.75. For all our calculation, we considered pair interactions up to a radius

of 8 Å and used the default values of other parameters given in VASP.

In another approach the dispersion forces are treated within the DFT formalism by means of

a non-local correlation functional. Dispersion forces result due to interactions between multipole

moments arising out of charge density fluctuations around the atoms. DFT-D2 method only in-

cludes dipole-dipole interaction through a semi-empirical approach. Higher order interactions are,

however, neglected. Dion et al.[132], have proposed a method which calculates the dispersion

energy solely based on the electron density. Within this approach the exchange-correlation energy

Exc is calculated as

Exc = EGGA
x +ELDA

c +Enl
c (2.49)

where EGGA
x is the exchange energy in the revPBE approximation, ELDA

c is the local correlation

energy calculated within LDA, and Enl
c represents the non-local term describing the dispersion

energy and can be calculated as

Enl
c [ρ] =

∫
dr1dr2ρ(r1)φ(r1,r2)ρ(r2) (2.50)

The kernel φ (r1, r2 ) depends on the distance |~r1- ~r2 |, charge density ρ and its gradient. This

method is called as van der Waals density functional (vdW-DF) method. It adds the description

of dispersion interactions within the DFT formalism and calculate the correlation of all ranges

self-consistently. The biggest advantage of vdW-DF method over DFT-D2 method is that in this

method dispersion effects are included naturally via the charge density and do not depend on any

parameters.
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2.9 Charge carrier mobility

An expression for mobility of charge carries in a crystalline material can be derived based on the

Boltzmann transport formalism and the relaxation time approximation. The relaxation time can be

obtained by applying the deformation potential theory. The effective mass approximation and the

first-principles derivation of the parameters in the mobility expression are discussed.

2.9.1 Boltzmann transport theory

The electron distribution fi(r,k,t) undergoes deformation with an external field and the Boltzmann

transport theory assumes that the scatterings restore the distribution function to the original one.

Under the steady state condition, we have

∂ fi(r,k, t)
∂ t

|di f f usion +
∂ fi(r,k, t)

∂ t
|dri f t +

∂ fi(r,k, t)
∂ t

|scattering= 0. (2.51)

If we only consider the weak external direct current (DC) electric field

∂ fi(r,k, t)
∂ t

|dri f t=−k.
∂ f
∂k

=− e
}

E.∇k fi(r,k, t) (2.52)

and we ignore the diffusion term, then eqn (2.51) becomes

− e
}

E.∇k fi(k) =
∂ fi(k)

∂ t
|scattering, (2.53)

where r,t are omitted for simplicity, E is the external electric field and i is the band index. The

relaxation-time approximation assumes

∂ fi(k)
∂ t

|scattering=
fi(k)− f 0

i (k)
τi(k)

(2.54)

where f0
i (k) is the equilibrium Fermi-Dirac distribution, while fi(k) is the local concentration of

electron in the state (i,k) in the neighbourhood of the point r in the space and is assumed to deviate
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not far from fi(k). τi(k) is the relaxation-time from the deviated electron distribution function to

equilibrium distribution function (from fi(k) to f0
i (k)) when the external field is removed. Substi-

tuting eqn (3) into eqn (4), and neglecting the second-order term, we get

fi(k)≈ f 0
i (k)+ eτi(k)

∂ f 0
i (k)

∂εi(k)
E.vik (2.55)

By definition, the mobility µβ is the ratio between the drift velocity < vβ >, and the electric field

Eβ in the β direction,

µ
e(h)
β

=
< vβ >

Eβ

=
∑iεCB(V B)

∫
vβ (i,k) fi(k)dk

Eβ ∑iεCB(V B)
∫

fi(k)dk
(2.56)

The integral in the denominator of eqn (2.56) for electrons and holes can be expressed as

∫
f (k)dk≈ ΣiεCB

∫
f0[εi(k)−µ]dk (2.57)

and ∫
f (k)dk≈ ΣiεV B

∫
(1− f0[εi(k)−µ])dk (2.58)

where µ is the chemical potential. Correspondingly, substituting eqn (2.55) into eqn (2.56) and

normally the band gap is much larger than kBT, we can replace the Fermi-Dirac distribution with

the Boltzmann distribution. Finally the electron (hole) mobility can be expressed as

µ
e(h)
β

=
e

kBT

∑iεCB(V B)
∫

τβ (i,k)v2
β
(i,k)exp[∓ εi(k)

kBT ]dk

∑iεCB(V B)
∫

exp[∓ εi(k)
kBT ]dk

(2.59)

where the - (+) sign is for electron (hole). The group velocity vβ (i,k) and band energy εi(k) can

be determined from DFT calculations. The key is to calculate the electron (hole) relaxation-time

τβ (i,k). The scattering term can be expressed as

∂ fi(k)
∂ t

|scattering= ∑
k′, j

(W ( jk′, ik) f j(k′)[1− fi(k)]−W (ik, jk′) fi(k)[1− f j(k′)]) (2.60)
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where W(ik,jk′) is the transition probability from electronic state (i, k) to ( j, k′) and is given by

∑
k′, j

W (ik, jk′) =
2π

} ∑
k′, j
|M(ik, jk′) |2 δ [εi(k)− εi(k′)] (2.61)

Here i, j are the band indexes and k,k′ are the electron wave vectors. The matrix element M(ik,

jk′)=< j,k′ | 4V |i,k > describes the scattering from state (i,k ) to state ( j,k′) by the deviation

potential arising from the atomic displacement associated with the phonons or the perturbation

potential caused by defects or impurities. At the thermal equilibrium,

W ( jk′, ik) f 0
j (k
′)[1− f 0

i (k)] =W (ik, jk′) f 0
i (k)[1− f 0

j (k
′)] (2.62)

Using Fermi-Dirac distribution, it can be further simplified as:

W ( jk′, ik)exp(εi(k)/kBT ) =W (ik, jk′)exp(εi(k′)/kBT ) (2.63)

For elastic scattering εi(k)=εi(k′), we can have W(jk′, ik)=W(ik, jk′), thus equation (2.60) can be

expressed as
∂ fi(k)

∂ t
|scattering= ∑

k′, j
W (ik, jk′)[ fi(k′)− fi(k)] (2.64)

Combining equation (2.60), (2.53), (2.54), (2.63), the relaxation-time is expressed as

1
τ(i,k)

=
2π

} ∑
k′, j
|M(ik, jk′) |2 δ [εi(k)− εi(k′)][1−

τ( j,k′)v( j,k′).eE

τ(i,k′)v(i,k′).eE
] (2.65)

where eE is the unit vector along the electric field. In principle, eqn (2.65) can be solved iteratively.

To avoid the iteration, eqn (2.65) is approximated as

1
τβ (i,k)

=
2π

} ∑
k′, j
|M(ik, jk′) |2 δ [εi(k)− εi(k′)][1−

vβ ( j,k′)
vβ (i,k)

] (2.66)
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[1-vβ (j,k′)/vβ (i,k)] describes the scattering angle weighting factor in the external field direction

of β . Now, the difficulty is to calculate the scattering matrix element. Here we only consider the

dominant scattering of a thermal electron or hole by acoustic phonon within the DP theory.

The DP theory was proposed by Bardeen and Shockley in 1950s to describe the charge transport

in non-polar semiconductors. Since the electron velocity with energy kBT at 300 K is about 107

cm/s, and the corresponding wavelength is 7 nm, according to λ= h/(mv), which is much larger

than the lattice constant, thus the electron is scattered mainly by the acoustic phonons.

The DP theory assumes that the lattice potential perturbation due to thermal motions ∆V(r) has

a linear dependence on the relative volume change ∆(r). Namely, ∆V(r) =E1 ∆(r), where E1 is

defined as the DP constant. The displacement at lattice site associated with the acoustic phonon

with wave-vector q is

u(r) =
1√
N

eq[aqeiq.r +a∗qe−iq.r] (2.67)

where N is the number of lattice sites in the unit volume. eq and aq are the unit vector and amplitude

of the acoustic phonon q. The relative volume change can be expressed as

∆(r)≡ ∂u(r)
∂r

=
i√
N

q.eq[aqeiq.r−a∗qe−iq.r] (2.68)

From eqn (2.68), it is found that only the LA wave contributes to the deformation. So the matrix

element for electron (hole) to be scattered from Bloch state | i,k〉 to | i,k′〉 can be expressed as

|M(ik, ik′) |2=|< i,k | ∆V | i,k′ >|2= 1
N
(E i

1)
2q2a2

q (2.69)

where boldq=±(k′-k). At high temperature, when the lattice waves are fully excited, the amplitude

of the wave is given by aq= kBT/(2mq2v2) according to the uniform energy partition theory, where

m is the total mass of lattice in the unit volume, and va is the velocity of the acoustic wave. Finally,
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the average scattering probability becomes

<|M(ik, ik′) |2>=
kBT (E i

β
)2

Cβ

(2.70)

where Cβ = ρv2
a=Nmv2

a is the elastic constant for the longitudinal strain in the direction of propa-

gation of the LA wave (β ). Ei
β

is the DP constant of the i-th band. We assume that the scattering

matrix element is independent of state k or k’ , and the charge transport direction (electric field

direction) is parallel to the wave vector of LA phonon. The relaxation-time of the LA phonon

scattering by DP theory can be expressed as

1
τβ (i,k)

=
2πkBT (E i

β
)2

} ∑
k′

δ [εi(k)− εi(k′)][1−
vβ ( j,k′)
vβ (i,k)

] (2.71)

Combining eqn (2.59) and (2.71), the charge relaxation-time τ and mobility µ can be calculated

once the band structure, DP constant Eβ

i and the elastic constant Cβ are determined.

Density of states effective mass in two dimension is ma=
√

m‖m⊥.

The mobility in 2D system is

µ2D =
e < τβ >

m∗‖
=

eh̄3C2D

kBT m∗‖m
∗
a(E1)2 (2.72)
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Chapter 3

Strain engineering in mobility in monolayer

black phosphorus

Since the interest in phosphorene is because of its favorable properties for electronic applications,

a fundamental quantity of interest is carrier mobility. Qiao et al [133] have calculated mobility

in mono-layer to five-layer phosphorene samples using a simple phonon-limited scattering model.

In agreement with the experiments of Liu et al.[108], they find both electron and hole mobility

to be highly anisotropic. The anisotropy is particularly strong in a mono-layer, and decreases

significantly in a five-layer sample. The hole mobility in a mono-layer shows a particularly strong

anisotropy with a very large value (10,000− 26,000 cm2 /V.s) in the zigzag (shown in fig 3.1)

direction.

While pristine phosphorene already has useful properties, further ability to tune these would

render it suitable for specific applications. Strain engineering has proved to be a useful practical

way of tuning electronic, transport and optical properties of semiconductors. Theoretical studies

have been undertaken to understand effects of strain on the properties of phosphorene.

Elahi et al[134] have studied variation of effective mass with strain, but have not calculated

change of mobility. Mobility as a function of strain is calculated by a couple of groups [135, 136].

They also found that electron mobility is anisotropic in both mono-layer and bi- layer phospho-
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rene. Application of both uniaxial and biaxial tensile strain eventually reverses the direction of

easy transport. In a pristine phosphorene sheet, electron mobility is much higher in the armchair

direction than that in the zigzag direction. 3−4% biaxial tensile strain or 5−6% uniaxial tensile

strain along the zigzag direction makes the electron mobility along this direction larger than the

mobility along the armchair direction.

As we mentioned earlier, in a mono-layer phosphorene, hole mobility is far higher than electron

mobility, and hence may play a dominant role. Variation of electron mobility with strain along the

armchair direction, or with compressive strain was also not studied. These authors have not given

values of the DP, or how these have been calculated.

In this chapter we perform a thorough study of variation of both electron and hole mobility in a

mono-layer phosphorene sheet along the zigzag, armchair directions, with compressive as well as

tensile strain. In general one expects mobility to increase (decrease) with increasing compressive

(tensile) strain. Since mobility has an inverse relation to the carrier effective mass, increase in

the latter leads to a decrease in the latter. This is what happens for uniaxial strain along armchair

direction for both electron and hole mobilities. But strain along the zigzag direction leads to un-

expected changes in the hole and electron effective masses and DPs. This leads to non-monotonic

variation of carrier mobility with strain along zigzag direction. Hole mobility can also be tuned by

two orders of magnitude along this direction using only few percent strain. These two properties

make phosphorene an attractive candidate material for tunable 2D electronics.

3.1 Computational details

The results of mobility under various strain are obtained using Vienna ab-initio simulation package

(VASP) based on plane wave basis set. The kinetic energy cut off is set 500 eV for plane wave

basis set. Interactions between valence electrons and the ion cores are represented by projector

augmented wave (PAW) potentials. Mobility, a model based quantity depend on effective mass

and deformation potential. Both the effective mass and deformation potential has dependence on
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armchair

zigzag
3.28 Å

4.57 Å

Figure 3.1: Structure of monolayer black phosphorus. Armchair and zigzag directions are marked

band structure of phosphorene. Therefore we have employed HSE06 functional to calculate band

structure. We have performed the structure relaxation calculation for all strains using hybrid cor-

rected PBE exchange correlation functional (HSE06). Both the electronic structure and structural

relaxation in all strains we have used HSE06 method. In all strain calculation the atoms are relaxed

until the force on atoms are less than 0.01 eV/Å .

Brillouin zone integration is perfermed with Monkhorst-pack k-mesh of size 10×12×1. We

have used k space mesh gap of value 0.006 Å−1 for band structure calculation. A single phospho-

rene sheet is represented in a repeated slab geometry. The simulation cell contains a single sheet

and a vacuum of 24 Å so that there are no interactions between periodic images.

3.2 Results

Before doing calculations at finite strain, we calculated structural and electronic properties of a

pristine phosphorene sheet. Phosphorene has a rectangular unit cell with four atoms in the cell.

The edges of the unit cell along these two directions have armchair and zigzag structures respec-

tively. We will take the x and y Cartesian directions along the armchair and zigzag directions. Our

calculated lattice constants along x and y in HSE06 are 4.57 Å and 3.28 Å respectively. Structure

of a mono-layer phosphorene is shown in fig 3.1. We have marked the armchair and zigzag direc-

tions for ease of further discussion. For uniaxial strain ε = ∆l/l0. ∆l is the change in the lattice
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constant due to strain, and l0 is the equilibrium lattice constant (a0 along armchair direction and

b0 along zigzag direction).

∆l=(astrain-a0)/a0 along armchair direction and

∆l= (bstrain-b0)/b0 along zigzag direction

where astrain and bstrain are strained lattice constants along armchair and zigzag directions re-

spectively.

Within a phonon-limited scattering model, carrier mobility in a 2D materials calculated using

the following relation as discussed in chapter 2.

µ2D =
eh̄3C2D

kBT m∗‖m
∗
a(E1)2 . (3.1)

In this relation m∗‖ is the effective mass of the carrier (electrons or holes) in the transport direction,

and m∗a =
√

m∗‖ m∗⊥ is the geometric mean of the effective masses along the two directions, m∗⊥

being the effective mass perpendicular to the transport direction. E1 the DP of the valence band

maximum (VBM) for hole conduction, or of the conduction band minimum (CBM) for electron

conduction. E1 is calculated as

E1 =
∆Ee

ε
(3.2)

where ∆Ee is the shift of the band edge (VBM or CBM) due to a strain ε . Position of the

band edges (Ee) are calculated relative to the vacuum energy. Although the vacuum energy in a

finite simulation cell does not become zero, the location of the band edges relative to the vacuum

energy converged at a vacuum length of 12 Å. We always consider transport in the uniaxial strain

direction. C2D is the elastic modulus of the 2D sheet, and is calculated using the relation,

∆E
S0

=
1
2

C2Dε
2. (3.3)

Here ∆E is the change in total energy of the phosphorene sheet of area S0 at equilibrium due to a

uniaxial strain ε . The elastic constants along armchair and zigzag directions are 26.6 and 105.86
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J/m2.

Carrier effective masses are obtained from a quadratic fit to the topmost valence band (for

holes) or the lowermost conduction band (for electrons) energies as a function of wave number k.

As reported by us and other workers, in pristine phosphorene, and also under compressive strains,

the VBM occurs slightly away from the Γ-point of the 2D BZ, while the CBM occurs exactly at

the Γ-point. The situation changes at about 2% of tensile strain, beyond which the VBM moves to

the Γ-point. For fit to the valence band, energies are always taken relative to the VBM whether that

is at the Γ-point, or away from it. The DP is obtained from a linear fit of ∆Ee to the strain ε . Slope

of the best linear fit is taken as E1. In this work we consider uniaxial strain in the range of −6%

to 6% along two directions (zigzag and armchair). The negative (positive) sign corresponds to the

compressive (tensile) strain. Based on physical understanding the compressive (tensile) uniaxial

strain along one direction increases(decreases) the lattice constant along transverse direction. The

Poisson’s ratio is 0.18 and 0.57 along zigzag and armchair direction respectively. We have studied

uniaxial strain on phosphorene under two different conditions (i) transverse direction is fixed and

(ii) transverse direction is relaxed using energy minimization technique. In both cases we have

some common variation of features in the band structure and eventually in the effective mass and

DP, which we will discuss in the subsequent paragraph.

First we discuss effects of strain on the band structure. The variation of band gap with uniaxial

strain is shown in fig 3.2. As already mentioned, in pristine phosphorene, and in phosphorene

under uniaxial compressive strain along two directions, the band gap is indirect. The situation

remains the same for tensile strains up to 6% along the armchair direction. But interesting changes

in the electronic structure take place for tensile tensile strain ∼ 2% along the zigzag direction. The

VBM moves to the Γ-point beyond this strain. Associated with this a significant change in the

valence band dispersion that affects the hole effective mass. A more significant effect of tensile

strain along the zigzag direction is seen in the conduction band. Fig 3.3 shows the band structures

of phosphorene under various strain conditions. Band structure for pristine phosphorene is plotted

in fig 3.3 (a). Along with the CBM, there is a second band at the Γ-point which is ∼ 0.68 eV
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Figure 3.2: Variation of band gap with strain along different direction when (a) transverse direc-
tions are fixed, (b)transverse directions are relaxed .
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Figure 3.3: Band structure of mono-layer phosphorene under different strain conditions along the
zigzag direction.
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Figure 3.4: Variation of electron and hole effective mass with strain along different direction when
transverse directions are fixed. Effective masses are calculated along the strain directions in each
case.
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Figure 3.5: Variation of electron and hole effective mass with strain along different direction when
transverse directions are relaxed. Effective masses are calculated along the strain directions in each
case.

61



Slope of the straight line = 1.8 eV Slope of the straight line = -3.27 eV
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Figure 3.6: Deformation potential of (a) electron and (b) hole along armchair direction when strain
is along armchair direction and zigzag direction is fixed.
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3% strain) = 5.8 eV (green 
dotted line)

Slope of straight line (4% to 
6% strain) = -11.3 eV (blue 
dotted line)

Slope of straight line (-6% to 
1% strain) = -0.34 eV (green 
dotted line)

Slope of straight line (2% to 
6% strain) = -0.75 eV (blue 
dotted line)

Figure 3.7: Deformation potential of (a) electron and (b) hole along zigzag direction when strain
is along zigzag direction and armchair direction is fixed.

Slope of straight line = 0.8 eV Slope of straight line = -3.24 eV

(a) (b)

Figure 3.8: Deformation potential of (a) electron and (b) hole along armchair direction when strain
is along armchair direction and zigzag direction is relaxed.
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Slope of straight line (-6% to 
3% strain)= 4.92 eV

Slope of straight line (4% to 
6% strain) = -9.95 eV 

Slope of straight line (-6% to 
3% strain)= 1.44 eV

Slope of straight line (4% to 
6% strain) = 1.96 eV 

(a) (b)

Figure 3.9: Deformation potential of (a) electron and (b) hole along zigzag direction when strain
is along zigzag direction and armchair direction is relaxed.

higher. As the tensile strain increases, this higher-lying band comes down in energy, and the CBM

is pushed up. Eventually, somewhere between 4% and 5% strain, the two bands cross each other

at the Γ-point, and therefore, the character of the CBM changes. This is clearly seen in the band

structure at the 6% strain in fig 3.3 (d).

As expected, strain affects the carrier effective masses also. Variation of effective mass with

strain is shown in fig 3.4 and 3.5. The numerical values of effective masses are given in tables

3.3-3.10. Changes of hole and electron effective masses with strain are monotonic for strain along

the armchair direction. However, changes in the effective mass is not always so benign. Particu-

larly interesting variation in hole effective mass is observed beyond 2% tensile strain along zigzag

direction, the point at which the VBM moves to the Γ point. Beyond this strain, the hole effective

mass decreases with increase of strain up to 6%. Upto 2% strain along zigzag direction the VBM

is in between Γ and Y and after that VBM is at Γ.

Crossover of the two conduction bands leads to significant changes in the electron effective

mass. It is clear in fig 3.3 (a) that the CBM in pristine phosphorene is more dispersive along the

armchair (Γ-X) direction than along the zigzag (Γ-Y) direction. This leads to a lower electron

effective mass along Γ-X. But as seen in fig 3.3 (d), at 6% strain along the zigzag direction, the

new CBM is more dispersive along Γ-X. This causes the electron effective mass along the zigzag
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direction to become smaller than that along the armchair direction at strains 5% or higher.

Let us now discuss the effect of strain on the band edges which determine the DPs (shown in

figures 3.6, 3.7, 3.8, 3.9). Strain along the armchair direction leads to monotonic shifts in both the

conduction and valence band edges. Good straight line fits are obtained for the variation of band

edge energies with strain and the numbers are given in table 3.1 and 3.2. Very interesting features

are obtained for strain along the zigzag direction as shown in figures 3.7 and 3.9. Associated with

the shift of the VBM to the Γ point at∼ 2%, there is also a change in slope of the band edge energy

(as shown in fig 3.7 (b) and 3.9 (b)). This changes the DP for holes for higher strains. Thus two

different DPs given by slopes of the two different straight lines are used in different strain regimes

for calculation of hole mobility. For the conduction band edge, the effect is even more dramatic

(for both cases when armchair direction relaxed and fixed). Beyond 4% not only the value, the sign

of the slope also changes (as shown in fig 3.7(a) and 3.9(a)). This is due to the fact that a different

band now forms the CBM. Again, two different DPs are used for calculation of electron mobility

in the two regimes. Beyond 4% strain, the slope and value of the DP changes.

Finally, we discuss the variation of electron and hole mobilities along the two principal direc-

tions due to uniaxial strain under two different conditions as mentioned above. Variation of both

electron and hole mobilities along the armchair direction is rather featureless when the transverse

direction is fixed as shown in fig 3.6 (a) and 3.7 (a). Since the DP remains a constant, and the

effective masses increase monotonically, both electron and hole mobilities show monotonic de-

crease. The electron mobility changes from 2641.9 cm2/V.s to 2337.82 cm2/V.s over a strain range

of −6% to 6%. Variation of electron mobility along armchair direction when transverse direction

is relaxed changes from 10898.06 cm2/V.s to 11584.7 cm2/V.s over a strain range of −6% to 6%.

In this case the DP is constant but the effective mass of electrons does not show monotonic change.

This results a non-monotonic variation of mobility as shown in fig 3.7(a).

Variation of electron and hole mobility along the zigzag direction show interesting features as

shown in fig 3.6 (b) and 3.7 (b) . Electron mobility along zigzag direction when transverse direction

is fixed decreases monotonically with increasing tensile strain from−6% to 3%. It becomes 126.91
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Figure 3.10: Variation of electron and hole mobility with strain along armchair and zigzag direc-
tions while transverse direction is fixed.

-6 -4 -2 0 2 4 6
10000

10500

11000

11500

12000

µ
e
 (

c
m

2
/V

.s
)

µ
e
 along x

-6 -4 -2 0 2 4 6

strain (%)

100

200

300

400

µ
e
(c

m
2
/V

.s
) µ

e
 along y

480

520

560

600

µ
h
 (

c
m

2
/V

.s
)

µ
h
 along x

0

500

1000

1500

2000

µ
h
(c

m
2
/V

.s
)

µ
h
 along y

Figure 3.11: Variation of electron and hole mobility with strain along armchair and zigzag direc-
tions while transverse direction is relaxed.
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cm2/V.s at 3% from 180.19 cm2/V.s at −6%. From 4% strain, due to change in the electron

effective mass and DP, mobility shows a sudden increase, and becomes ∼ 280.51 cm2/V.s at 4%

strain. This increasing trend continues and the mobility becomes 326.22 cm2/V.s at 6% strain.

Electron mobility along zigzag direction when transverse direction is relaxed becomes 221.34

cm2/V.s at −6% strain and 169.81 at 3% strain. At 4% strain the electron mobility becomes

204.74 and increases upto 365.27 cm2/V.s at 6% strain.

Variation of hole mobility along zigzag direction shows the most interesting features. Hole

mobility along zigzag direction when transverse direction is fixed keeps decreasing, and becomes

102.14 cm2/V.s at 2% strain. Beyond this due to a sudden increase in the hole DP, mobility sud-

denly jumps to 511.17 cm2/V.s at 3%, and further increase in tensile strain, it keeps increasing due

to decrease in effective mass discussed earlier. At 6% strain, the hole mobility becomes 2629.88

cm2/V.s. Hole mobility along zigzag direction when transverse direction is relaxed varies from

1164.42 cm2/V.s at −6% strain to 9.29 cm2/V.s at 2% strain. Beyond this mobility increases from

60.05 cm2/V.s at 3% to 373.22 cm2/V.s at 6% strain.

Some mention of the experimentally reported mobility values are in order here. Li et. al. [107]

reported a hole mobility of 984 cm2 /V.s for a 10 nm thick sample. Liu et al[108] reported mobility

of ∼ 286 cm2 /V.s. This was again, for few-layer samples. It should be noted that these for thicker

samples, and are field-effect mobilities that are affected by the physics of phosphorene-metal lead

contacts. Also, the mobilities may not be in the directions of easy flow. These could, in fact, be an

average over a number of crystallographic directions.

3.3 Data of deformation potential, effective mass and mobility
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Table 3.1: Deformation potential while transeverse direction is fixed

electron Γ-X 1.83
electron Γ-Y 5.87

hole Γ-X 3.27
hole Γ-Y 0.34

Table 3.2: Deformation potential while transeverse direction is relaxed

electron Γ-X 0.80
electron Γ-Y 4.92

hole Γ-X 3.24
hole Γ-Y 1.44

Table 3.3: Effective mass of hole (mh) when strain is along x direction and y direction is fixed

strain (%) Γ-X Γ-Y
-6 0.147 1.677
-5 0.149 1.779
-4 0.152 1.881
-3 0.154 1.996
-2 0.157 2.102
-1 0.159 2.226
0.5 0.160 2.274
0.0 0.160 2.338
0.5 0.161 2.395
1 0.162 2.454
2 0.164 3.220
3 0.165 3.355
4 0.167 3.514
5 0.168 3.683
6 0.169 3.818
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Table 3.4: Effective mass of electron (me) when strain is along x direction and y direction is fixed

strain (%) Γ-X Γ-Y
-6 0.169 1.075
-5 0.172 1.079
-4 0.174 1.082
-3 0.176 1.089
-2 0.177 1.094
-1 0.178 1.102

-0.5 0.178 1.107
0.0 0.178 1.110
0.5 0.179 1.114
1 0.179 1.117
2 0.179 1.127
3 0.179 1.135
4 0.179 1.146
5 0.179 1.156
6 0.179 1.168

Table 3.5: Effective mass of hole (mh) when strain is along y direction and x direction is fixed

strain (%) Γ-X Γ-Y
-6 0.121 1.677
-5 0.127 1.704
-4 0.133 1.646
-3 0.140 1.752
-2 0.146 1.925
-1 0.153 2.256

-0.5 0.157 2.130
0.0 0.160 2.338
0.5 0.164 2.682
1 0.168 4.229
2 0.176 22.226
3 0.184 7.480
4 0.193 4.448
5 0.202 3.137
6 0.211 2.399

68



Table 3.6: Effective mass of electron (me) when strain is along y direction and x direction is fixed

strain (%) Γ-X Γ-Y
-6 0.134 1.073
-5 0.140 1.077
-4 0.147 1.084
-3 0.155 1.087
-2 0.162 1.094
-1 0.170 1.102

-0.5 0.174 1.106
0.0 0.178 1.110
0.5 0.182 1.113
1 0.188 1.116
2 0.199 1.125
3 0.229 1.134
4 2.186 0.132
5 1.618 0.134
6 1.443 0.137

Table 3.7: Effective mass of hole (mh) when strain is along x direction and y direction is relaxed

strain (%) Γ-X Γ-Y
-6 0.158 3.072
-5 0.157 2.523
-4 0.157 2.156
-3 0.159 2.276
-2 0.159 2.518
-1 0.159 2.226

-0.5 0.159 2.274
0.0 0.160 2.338
0.5 0.161 2.395
1 0.160 2.573
2 0.162 2.703
3 0.161 2.513
4 0.162 2.637
5 0.164 2.771
6 0.163 3.040
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Table 3.8: Effective mass of electron (me) when strain is along x direction and y direction is relaxed

strain(%) Γ-X Γ-Y
-6 0.183 1.078
-5 0.182 1.084
-4 0.180 1.086
-3 0.182 1.092
-2 0.180 1.097
-1 0.178 1.102

-0.5 0.178 1.107
0.0 0.178 1.110
0.5 0.179 1.114
1 0.176 1.114
2 0.176 1.122
3 0.174 1.130
4 0.174 1.138
5 0.174 1.149
6 0.172 1.156

Table 3.9: Effective mass of hole (mh) when strain is along y direction and x direction is relaxed

strain (%) Γ-X Γ-Y
-6 0.130 1.889
-5 0.134 1.878
-4 0.139 1.877
-3 0.143 1.932
-2 0.149 2.068
-1 0.154 2.348

-0.5 0.157 2.181
0.0 0.160 2.338
0.5 0.164 2.649
1 0.167 4.128
2 0.174 28.415
3 0.182 8.075
4 0.190 4.571
5 0.199 3.094
6 0.209 2.282
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Table 3.10: Effective mass of electron (me) along y direction and x direction is relaxed

strain (%) Γ-X Γ-Y
-6 0.139 1.086
-5 0.144 1.091
-4 0.150 1.096
-3 0.156 1.099
-2 0.163 1.104
-1 0.170 1.107

-0.5 0.174 1.109
0.0 0.178 1.110
0.5 0.183 1.111
1 0.188 1.111
2 0.196 1.114
3 0.218 1.115
4 0.869 0.243
5 1.571 0.140
6 1.301 0.144

Table 3.11: Mobility of electron (µe) in the unit cm2/V.s when transverse direction is fixed

strain (%) Γ-X Γ-Y
-6 2641.90 180.19
-5 2581.10 174.98
-4 2531.19 169.46
-3 2483.91 164.41
-2 2442.20 159.31
-1 2416.12 153.85

-0.5 2408.42 150.98
0.5 2393.55 146.19
1 2389.98 143.41
2 2371.16 137.59
3 2358.63 126.91
4 2350.49 280.51
5 2342.59 316. 89
6 2337.82 326.22
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Table 3.12: Mobility of hole (µh) in the unit cm2/V.s when transverse direction is fixed

strain (%) Γ-X Γ-Y
-6 815.21 28863.27
-5 770.90 27546.04
-4 729.94 28376.25
-3 692.00 25216.20
-2 657.87 21393.61
-1 627.77 16478.35

-0.5 616.44 17734.14
0.5 591.74 12290.34
1 580.93 6129.75
2 499.11 102.14
3 481.70 511.17
4 465.68 1089.49
5 449.14 1798.55
6 437.53 2629.88

Table 3.13: Mobility of electron (µe) in the unit cm2/V.s when transverse direction is relaxed

strain (%) Γ-X Γ-Y
-6 10898.06 221.34
-5 10998.62 215.82
-4 11112.17 210.23
-3 10944.37 205.46
-2 11056.00 199.61
-1 11221.56 194.64

-0.5 11185.79 191.72
0.5 11116.73 186.46
1 11369.75 183.91
2 11279.59 179.51
3 11455.60 169.81
4 11421.99 204.74
5 11361.81 348.37
6 11584.70 365.27
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Table 3.14: Mobility of hole (µh) in the unit cm2/V.s when transverse direction is relaxed

-6 491.69 1164.42
-5 546.03 1155.31
-4 592.13 1136.56
-3 563.86 1070.95
-2 536.71 949.04
-1 573.59 770.54

-0.5 563.24 851.69
0.5 540.67 623.86
1 529.07 317.30
2 507.83 9.29
3 528.89 60.05
4 509.73 137.87
5 490.94 242.03
6 472.37 373.22
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Chapter 4

Density functional study of metal/Black

phosphorus interface

4.1 Motivation

The central aim of this chapter is to understand the atomistic details of the interfaces of phospho-

rene (monolayer black phosphorus) with various metal surfaces, and to identify metal surfaces that

give rise to small Schottky barrier height (SBH) and/or small tunneling barrier height (TBH). A

brief description of experimental results were given in Chapter 1. An aspect where theory compli-

ments experiments is the following. In experiments, metal electrodes were grown on phosphorene

channels using electronbeam lithography. In this process, there is no control over how the metal

grows on phosphorene, which facet of the metal grows at the metal phosphorene interface (MPI).

In fact, the metal surface may not be faceted at all, or may contain more than one crystallographic

planes. There can be strain or other defects at the interface degrading its charge injection capacity.

Theory can give an insight into which surfaces of which metal give the best contact in terms of

the lowest SBH or the lowest TBH. Pan et al.[137] have studied contact of phosphorene with the

(110) surfaces of Al, Ag, Au and Cr, the (111) surfaces of Ni, Pd and Cu and the Ti(0001) surface.

Chanana et al.[138] have explored contact between Au(111), Pd(111), Ti(0001) and phosphorene.
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Zhu et al.[139] have studied interfaces of the (111) surfaces of Al, Ag, Au, Cu, and Zn(0001) with

phosphorene. Phosphorene monolayer was found to metallize in contact with all the metal sur-

faces studied so far. Pan et al.[137] found n-type Schottky contact between phosphorene and the

Al(110), Ag(110) and Ti(0001), while p-type Schottky contact between phosphorene and Cr(110),

Au(110), Cu(111) and Ni(111). An Ohmic contact was found in case of Pd. Chanana et al. also

found an Ohmic contact between phosphorene and Pd(111). A Schottky barrier was found be-

tween phosphorene and Au(111), while phosphorene-Ti(0001) contact was nearly Ohmic. Zhu

et al.[139] found Schottky barrier at the contacts between phosphorene and Al(111), Au(111),

Zn(001). Ohmic contacts were found between phosphorene and Cu(111) and Ag(111).

In spite of broad agreements, there are some differences between different calculations. For

example, Pan et al. found the Cu(111)phosphorene interface to have p-type Schottky barrier while

Zhu et al. found it to be Ohmic. Again Pan et al. reported Ti(0001)-phosphorene interface to

be n-type Schottky barrier but Chanana et al. found this to be close to Ohmic. It should also be

pointed out that different theoretical works analyze the MPIs in different ways. Pan et al. have

reported the so-called lateral SBH and the TBH at the interfaces. Their characterization of the

interfaces is based on the lateral SBH values. Chanana et al. rely on the TBH, and the electron

charge distribution at the interface. While the other authors hold the lattice constant of the metal

layer fixed and strain the phosphorene layer at the interface, Chanana et al. strain the metal layers

holding the lattice constant of the phosphorene fixed. This causes large strain in some of the

systems they studied. Chanana et al. also do not optimize all the atomic positions at the interface,

they only optimize the metal-phosphorene separation. This way they miss out on possible large

distortions of the phosphorene layer on Pd and Ti as reported by Pan et al. Zhu et al. characterize

the interfaces based on the TBH, the electron charge distribution, electron localization function and

the SBH. The definition of TBH used by different authors is also different as discussed in more

detail later.

Given this state of affairs, we think the question of MPI requires further examination. In this

work, we have considered interfaces between phosphorene and the Pd(100), Pd(110), Pd(111),
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Au(110), Ni(111), Ti(0001) metal surfaces. Choice of the metals is driven by the fact that these

have been used as electrodes in experiments.

4.2 Metal adatom on phosphorene

Our main motivation for studying adsorption of metal atoms on phosphorene is to find out if disper-

sion forces are important in metal-phosphorene interactions. This is important because it has been

shown that metal-graphene interactions are dominated by these forces, and a failure to correctly in-

corporate them leads to incorrect conclusions[140]. Our strategy is to calculate adsorption energies

of metal adatoms on a phosphorene monolayer using different exchange-correlation functionals. If

the metal-phosphorene bondings are dispersion dominated physisorption, then the adsorption en-

ergies would be small. A guide is the adsorption energies of metal atoms on graphene. These are

typically a fraction of an eV in LDA, and methods that incorporate dispersion interactions. GGAs

usually produce significantly smaller adsorption energies, and sometimes they fail to produce any

metal-graphite binding. On the other hand, if there is indeed covalent metal-P bonding, the adsorp-

tion energies are expected to be much larger, and GGAs should produce adsorption energies in the

same range as the other methods in this case.

The adsorption energy (AE) of a metal atom on a phosphorene monolayer is defined as

AE = Ec(M/ph)−Ec(ph)−E(M) (4.1)

where Ec(M/ph) is the cohesive energy of the metal atom adsorbed phosphorene monolayer, E(M)

is the ground state energy of an isolated atom, and Ec(ph) is the cohesive energy of the phosphoree

monolayer. Our convention is that cohesive energies are positive for bound systems, and hence a

larger AE would imply a stronger metal-phosphorene bonding.

For adsorption of metal adatoms, we consider three special symmetry sites on a phosphorene

monolayer. These are (a) the top site, on top of a P atom on the upper sub-layer of P atoms, (b)

the bridge site, above a P-P bond on the upper sub-layer, and (c) hollow site, directly above the
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Figure 4.1: Metal atom on (a) top site, (b) bridge site and (c) hollow site of a phosphorene mono-
layer

Table 4.1: Strain in supercell of phosphorene along x direction ( εx) and y direcction (εy) when
contact is made with metal surface

metal surface size of metal slab size of phosphorene εx εy
Pd(100) 5×6 3×5 0.76 0.76
Pd(110) 5×5 3×6 0.76 0.25
Pd(111) 13.97×9.68Å2 3×3 0.76 2.3
Au(110) 8×4 5×5 2.1 1.0
Ti(0001) 23.44×10.15Å2 5×3 1.5 2.5
Ni(110) 4×4 3×3 1.6 0.6
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center of the rectangular unit cell of a phosphorene monolayer. These sites are indicated in fig 4.1.

In all the four methods, the hollow site turns out to be the most favorable for all the metal atoms

considered in this work, namely Pd, Ti, Au and Ni. This matches with the results of Kulish et

al.[141] and Sui et al. [142]. However, Kulish et al. only used GGA, and did not explore whether

dispersion interactions are important at metal-phosphorene interfaces. We show in Table 4.2 AE of

these adatoms at the hollow site for all the four methods we used. From the AE data, it is seen that

LDA gives the highest binding between metal and phosphorene. This is not surprising since LDA

generally leads to over-binding. The AE obtained using PBE and DFT-D2 are nearly the same.

Those using vdW-DF2 are slightly smaller, but are of the of same order. What is important is that

AEs are few eV. In light of these results, we conclude that there is a significant covalent bonding

between metal atoms and phosphorene, and therefore, PBE-GGA is an appropriate method to study

MPI.

Table 4.2: Adsorption energy of metal atom on phopshorene surface using different method

Exchange-correlation Pd Ti Au Ni
LDA 4.68 4.98 2.76 5.52

PBE-GGA 3.50 4.44 1.61 4.32
DFT-D2 Grimme 3.83 4.61 1.97 4.56

vdW-DF2 2.65 2.64 1.14 3.13
faborable site top site valley site top site valley site

There is one important point where our results differ from those of Kulish et al. [141] and Sui

et al.[142] Both these works found the AE of a Ni atom to be larger than that of a Ti atom. The Ti

atom was found to have a moment of 2 µB after adsorption. We found that this is not the lowest

energy state. The non magnetic state of a Ti atom on phosphorene is ∼ 0.5 eV lower which makes

Ti to have the largest AE among the metal atoms studied in our work.

4.3 Atomic and electronic structure of MPI

In this section, we present results for atomic and electronic structure of a phosphorene monolayer

on all the metal surfaces we have considered. Results in this section and the subsequent ones have
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been obtained using PBE-GGA. First, we calculate the AEs of the phosphorene monolayer on

various metal surfaces. AE of a phosphorene monolayer on a metal surface is defined as

AE = Ec(ph/M)−Ec(ph)−Ec(M) (4.2)

Ec(ph/M), Ec(M) and Ec(ph) are the cohesive enrgies of the combined metal slab-phosphorene sys-

tem, bare metal slab and phosphorene monolayer, respectively. The AEs turn out to be 0.41,0.38,0.45,0.64,0.11

and 0.51 eV per P atom on the Pd(111), Pd(110), Pd(100), Ti(0001), Au(110) and Ni(110) sur-

faces, respectively. The MPIs studied here can be divided into two broad classes: phosphorene

binds strongly with Pd, Ni and Ti surfaces, but it binds rather weakly with the Au surface. The AE

of a phosphorene monolayer is the largest on Ti(0001) among the surfaces studied here. This is

consistent with the fact that a Ti adatom has the largest AE on phosphorene. In fact, the ordering

of AEs for different MPIs follows the same trend for AEs of metal adatoms on a phosphorene

monolayer. The AE of a Ti adatom is followed by those of Ni, Pd and Au in this order. The AEs

of a phosphorene monolayer on different metal surfaces are also ordered as Ti(0001), Ni(110), the

three Pd surfaces, and Au(110). Since the strain in the phosphorene monolayer is small in every

case, it is the strength of the metal-P bonding that largely determines the metal-phosphorene bond-

ing. Largest AE on the Ti(0001) surface also leads to the largest deformation of the phosphorene

monolayer on this surface as the P atoms try to optimize the local P-Ti bonding. This leads to good

mix of phosphorene and Ti states which has important consequences for the tunneling barrier at

this interface. Side views of all MPIs are given in Fig. 4.2 Large distortion of phosphorene on

Ti(0001) is quite obvious. On the other hand, phosphorene has the weakest binding with Au(110),

and also the metal-P distance is the largest in this case. The AE of a phosphorene monolayer, and

the shortest metal-phosphorene distance in each case are given in Table 4.3.

Proximity of the metal substrate drives all metal-phosphorene systems metallic. This is in

agreement with all the published results on these systems. This is clearly seen in the electronic

densities of states (DOS) for these systems which are presented in fig. 4.3. It is worth noting
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Table 4.3: Adsorption energy of per P atom (eV) of monolayer phosphorene on metal surfaces and
the nearest metal phosphorus distance(Å)

Metal surface AE distance
Pd(111) 0.41 2.27
Pd(110) 0.38 2.24
Pd(100) 0.45 2.22
Au(110) 0.11 2.40
Ti(0001) 0.64 2.34
Ni(110) 0.51 2.08

P/Pd(111) P/Pd(110) P/Pd(100)

P/Ti(0001) P/Au(110) P/Ni(110)

Figure 4.2: Side views of atomic structure of a phosphorene monolayer on various metal surfaces

81



-4 -2 0 2 4
0

200

400

600

800
d

o
s

Black Px10

Pd(111)

total

-4 -2 0 2 4

Black Px10

Pd(110)

total

-4 -2 0 2 4

Black Px10

Pd(100)

total

-4 -2 0 2 4
energy (eV)

0

200

400

600

800

d
o

s

Black Px10

Ti(0001)

total

-4 -2 0 2 4
energy (eV)

Black Px10

Au(110)

total

0

200

400

600
Black Px10

Ni(110)

total

-4 -2 0 2 4
energy (eV)

0

200

400

600

Figure 4.3: DOS for metalphosphorene systems. Total and atom projected DOSs are shown. En-
ergiesare plotted relative to the Fermi energy

that the Fermi energy lies at a peak in the DOS in all metal-P systems except for P/Au(110). In

the other metal-phosphorene systems, the corresponding states have major contributions from the

metal d states (3d for Ti and Ni and 4d for Pd). This leads to large DOS near the Fermi energy

in these systems. Of the metal substrates we have considered, Ni is the only one that is magnetic.

Ni remains magnetic even after adsorption of a phosphorene monolayer.The magnetic moment per

atom changes maginally from 0.68 µB per atom in a Ni slab to 0.56 µB per atom after adsorption

of phosphorene monolayer. As seen in fig 4.3, the magnetic moment is mostly contributed by the

Ni atoms. There is very little moment on the P atoms.
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4.4 SBHs at the interfaces

The barrier for charge injection at a metal-semiconductor interface is a fundamental issue that

affects the performance of any semiconductor device. This issue has also challenged our under-

standing of such interfaces for the past few decades. Before first-principles calculations became a

vogue, a number of phenomenological models were proposed, the aim of all these being to under-

stand and estimate the barrier associated with charge injection across such interfaces. The simplest

of these models is the so-called Schottky-Mott model. The basic assumptions of this model are (i)

the metal-semiconductor contact is intimate, (ii) yet, there is no charge transfer across the metal-

semiconductor interface, therefore, no dipole forms at the interface, (iii) there are no chemical

reactions, or any physical strain in either of the two systems. The underlying principle of this

model is the superposition principle of electrostatic potentials: if the vacuum level energies out-

side the metal and the semiconductor are aligned, the relative positions of the metal Fermi level

(EF ), and the conduction band minimum (CBM) and the valence band maximum (VBM) of the

semiconductor give the relevant barrier heights. There were no effects of the proximity of the metal

and semiconductor materials on the positions of the EF , CBM and VBM relative to the vacuum

level. Within this model, the barrier for an n-type semiconductor is the difference between the

work function of the metal and the electron affinity (EA) of the semiconductor

Φn = φM−χSC (4.3)

Here, Φn is the barrier height, ΦM is the work function of the metal and χSC is the EA of the

semiconductor. EA is taken as the difference between the vacuum energy and the CBM. The

barrier height at the interface of a metal and a p-type semiconductor is similarly given by

Φp = ISC−φM (4.4)
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where Φp is the barrier height and ISC is the IP of the semiconductor. IP is the difference between

the vacuum energy and the VBM.

The assumptions of the Schottky-Mott model are rather drastic. In particular, it is natural that

some charge transfer takes place at the interface which creates an interface dipole. This gives an

additional contribution to the barrier height. Formation of such dipoles has also been considered

in more refined models for SBH: the finite separation model and the ideas of Fermi level pinning

and metal-induced gap states, for example. Tung has discussed these ideas in considerable detail

in a recent review[34].

With our ability to calculate properties of metal semiconductor interfaces from first-principles,

these phenomenological models lose their primacy as the correct model should, in principle,

emerge from the atomistic details provided by these calculations. Therefore, in addition to esti-

mating the SBH within the Schottky-Mott model, we also calculate the TBH, the true microscopic

potential barrier height experienced by an electron at the metalsemiconductor interface.

First, we discuss SBH as estimated by the Schottky-Mott model. For an interface between a

bulk metal and a bulk semiconductor, one calculates the SBH by calculating the difference between

the metal work function and the IP or EA of the semiconductor as discussed above. However, as

we have already shown, a phosphorene monolayer gets metallized in contact with all the metal

substrates considered here. Therefore, the Schottky barrier would appear during lateral charge in-

jection from the metallic metal-phosphorene system to the phosphorene channel. The lateral SBH

is the relevant energy barrier in such a scenario. We calculate this quantity by comparing the work

function of the metal-phosphorene systems and the IP and EA of a monolayer phosphorene. The

work functions of different metal-phosphorene systems are calculated as the difference between

the vacuum level energy and the Fermi energy of the corresponding system. We have calculated

the vacuum energy as follows. The effective local potential Ve f f (r) experienced by an electron

at any point r = (x, y, z) is obtained as a sum of three contributions: Hartree potential VH , ex-

changecorrelation potential Vxc and the external potential Vext (due to the ion cores). The average

of Ve f f (r) over constant z planes is plotted as a function of z, the direction perpendicular to the
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Table 4.4: electron schottky barrier height (eSBH in eV) and hole schottky barrier height (hSBH in
eV) at metal/phosphorene interface

Metal surface/P eSBH hSBH
Pd(111)/P 0.93 Ohmic
Pd(110)/P 0.70 0.20
Pd(100)/P 0.97 Ohmic
Ti(0001)/P 0.41 0.49
Au(110)/P 0.89 0.01
Ni(110)/P 0.18 0.72

MPI. The value of this potential in the middle of the vacuum region, after the initial oscillations

have died down, is taken as the the vacuum level energy. The case for the phosphorene-Pd(100)

surface is shown in Fig. 4.4 to illustrate the point. The same procedure is followed in case of other

phosphorene-metal systems to find their work functions.

Work functions of monolayer phosphorene adsorbed Pd(100), Pd(111), Pd(110), Au(110),

Ti(0001) and Ni(110) are found to be 5.10, 5.06, 4.83, 5.02, 4.54 and 4.31 eV, respectively. This or-

dering of the work functions of phosphorene adsorbed metal surfaces is slightly different from that

of the pure metal surfaces. Work functions of the metal surfaces considered here are in decreas-

ing order, 5.24 eV for Pd(111), 5.11 eV for Pd(100), 4.84 eV for Pd(110), 4.75 eV for Au(110),

4.55 eV for Ni(110) and 4.38 eV for Ti(0001). The EA and IP of phosphorene are found to be

4.13 and 5.03 eV, respectively. The schematic energy diagrams for the locations of the composite

metal-phosphorene Fermi energies, and the VBM and CBM of monolayer phosphorene are shown

in Fig. 4.5 after their vacuum levels are aligned. We now look at the details of these energy level

diagrams and find the SBH within the Schotky-Mott model. In case of Pd(111) and Pd(100), the

Fermi energy of the phosphorene-metal composite is below the VBM of monolayer phosphorene

as seen in Fig. 4.5. According to Eq. (4.4), the hole barrier height would be negative, implying

that there are no barriers for hole injection from the metal to the semiconductor. On the other hand,

there are finite barriers for electron injection according to Eq. (4.3). These barriers are found to

be 0.93 and 0.97 eV, respectively, for Pd(111) and Pd(100). Fermi levels of phosphorene-adsorbed

Pd(110), Ti(0001), Au(110) and Ni(110) are in the bandgap of phosphorene. Hence, there are fi-
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Figure 4.5: Location of the Fermi level in phosphorene-metal systems, and phosphorene VBM and
CBM after aligning the vacuum levels. Electron and hole SBH can be inferred from these figures

nite barriers for both electron and hole injection. Using Eq. (4.3), the electron barrier heights turn

out to be 0.97, 0.41, 0.89 and 0.18 eV for Pd(110), Ti(0001), Au(110) and Ni(110), respectively.

From Eq. (8), the barrier heights for hole are found to be 0.2, 0.49, 0.01 and 0.72 eV for Pd(110),

Ti(0001), Au(110) and Ni(110), respectively.

The values are listed in Table 4.4 for ready reference. The simplistic Schottky-Mott model thus

predicts that there are significant barriers to charge injection from metal to phosphorene in many

cases. Particularly, large barriers are predicted for electron injection from all the three surfaces of

Pd, and Au(110). Electron barrier height for Ni(110) is relative small. Hole barrier height is large

for Ti(0001) and Ni(110) and small for Pd(110) and Au(110). There are no barriers for holes for

Pd(111) and Pd(100) as already noted.
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4.5 TBHs at the interfaces

We now turn to the calculation of the TBH experienced by the electrons while getting injected from

the metal to phosphorene. TBH is inferred from the variation of the planar-averaged electrostatic

potential (ve (z)), which is the sum of VH and Vext , of an electron in a direction normal to the

interface. Different authors have used ve (z) to define the TBH at metal-semiconductor interfaces

differently. Popov et al.[143] studied TBH at metal-MoS2 interfaces. The maximum value of ve

(z) between the metal and the semiconductor relative to its value at the top metal layer was taken

as the height of the tunneling barrier. The full width at half maximum (FWHM) of the profile of

ve (z) was interpreted as the width of the barrier. Zhong et al. and Pan et al.,[144] on the other

hand, define the maximum of ve (z) relative to the EF in the metal slab as the TBH, while the

FWHM above EF is defined as the width. Since the problem of charge injection from the metal to

the semiconductor is one of an electron moving in one dimension (perpendicular to the interface)

and experiencing a space-varying potential, whether it passes through unhindered, or has to tunnel

through a barrier, depends on the height of the electrostatic potential barrier relative to the energy

of the electron. Only if the kinetic energy of the electron is less than the height of the potential, it

has to tunnel through, otherwise there are no barriers to its motion. Therefore, we believe that the

idea in Refs. [18] and [36] is more appropriate, and use it for calculation of TBH at the MPIs.

Figure 4.6 presents variation of ve (z) calculated for all the MPIs. We find that among all the

metal surfaces we have studied, ve is higher than the Fermi energy at the MPI only in case of

Au(110). Thus, there is a finite tunneling barrier only in P/Au(110) interface. The TBH at the

P/Au(110) interface is found to be 1.46 eV,and the barrier width, measured by its FWHM, is 0.66

Å. In all other cases, electrons get injected into the phosphorene layer without any barrier. This

scenario is consistent with the fact that a phosphorene monolayer has the weakest binding to the

Au(110) surface, and the metal-P distance is also the largest in this case as shown in Table 4.3. It

has been shown [143] that barrier for charge injection at a metal-semiconductor interface depends

on the degree of mixing between the metal and semiconductor states. We have already argued

that mixing between phosphorene and Ti(0001) is the largest as this system has the largest AE.
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Figure 4.7: Charge density in a plane perpendicuar to the MPI. Top two layers are phosphorus
atoms, the lower ones are the metal atoms
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On the other hand, it would be the smallest at the P/Au(110) interface. This is borne out by the

electron charge density contours at the interfaces. Electron charge density in a plane perpendicular

to the interface is shown for each metal-phosphorene system in Fig. 4.7. It is clear that there is a

larger charge density at P/Ti(0001) and P/Ni(110) interfaces compared to the others. The charge

density at the P/Au(110) interface is the lowest. The P/Pd interfaces fall in-between. Consistent

with this picture, ve (z) is the lowest in case of P/Ti and P/Ni interfaces, and is the highest at the

P/Au interface. Its value at the P/Pd interfaces are intermediate to these, as seen in Fig. 4.5.

4.6 Discussions

We now briefly discuss our results in the context of the experimental and theoretical results reported

in the literature. FET with Pd electrodes was found to behave as a p-type one by Du et al.[104].

Das et al. also found that hole injection from Pd to phosphorene was an efficient process. P/Ni

interface was found to have a larger resistance compared to P/Pd interface. In agreement with these

works, we found that hole injection at the P/Pd(111) and P/Pd(100) is barrier-less. The SBH for

holes at the P/Pd(110) is also small, 0.2 eV. However, our calculated electron SBHs for Pd surfaces

are larger than that for Ni(110). Hole SBH at the Au(110) interface turns out to be the lowest.

However, this is in complete contrast to the picture obtained from the electronic structure and TBH

calculations. One also has to keep in mind that the SBH values have been calculated using the

simplistic Schottky-Mott model. Das et al., in another work, estimated the electron and hole SBH

between bilayer phosphorene and Ni electrodes. Their estimates for electron and hole SBH are

0.49 and 0.18 eV, respectively. As already stated, we report the lateral SBH values for monolayer

phosphorene-metal contacts. In experiments, few-layers phosphorene samples are used and those

may not be completely metallized unlike a monolayer. Therefore, in such cases, the vertical SBH

would be the relevant quantity. We cannot, therefore, directly compare our calculated lateral SBH

values for monolayer phosphorene with these estimates. However, it is heartening to note that

they are of the same order (Table 4.4). Ti was found to be an efficient electron injector by Das et
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al.[105]. Perello et al.[106] also found FETs with thin phosphorene layers to be n-type, indicating

easier electron injection. Indeed, our calculations show that the electron SBH at the P/Ti(0001)

interface is marginally smaller than the hole SBH. The TBH also vanishes at this interface. Our

results are thus in broad agreement with the experimental findings. Comparing with the theoretical

works mentioned in Sec. 1, our results for SBH are in excellent qualitative agreement with those of

Ref. 132, where they overlap with some small quantitative differences in case of the Pd(111) and

Au(110) surfaces. Our TBH results also agree quite well. Finite TBH is found at the interface with

Au(110), while that at the Pd(111) and Ti(0001) vanishes. Our results differ from those of Chanana

et al.[138] in some cases perhaps because the metal substrate is strained and the lateral positions

of the phosphorus atoms are not relaxed in their calculations. They found phosphorene-Pd(111)

contact to be Ohmic. We find it Ohmic for holes, but not for electrons. They found phosphorene-

Ti(0001) contact to be close to Ohmic, while we find reasonable SBH for both electrons and holes.
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Chapter 5

Phosphorene Nanoribbon

One of the initial motivations for studying PNRs was to have an additional control over the band

gap through manipulating the width of the PNRs. In any case, channel materials are finite in the

direction perpendicular to the current, which gives a motivation for studying PNRs. It may be

noted that it is possible to form PNRs with three different types of edges: zigzag (z-PNR), rugged

(or armchair) (a-PNR), and linear (l-PNR) edges.

Although the excitement generated by phosphorene is due to its promising role as a channel

material in FETs, we are aware of only two other theoretical works on transport (I -V) character-

istics of PNRs so far. Zhang et al. [145] have studied transport properties of zPNR devices of

width 5 unit cells and lengths ranging from 3 to 6 units cells. More importantly, they calculated

transport characteristics of layer-terminated (as obtained by truncating the monolayer), z-PNR de-

vices without considering reconstruction. As we show later, edges of z-PNRs undergo structural

reconstruction.

5.1 Computational details

The geometry and electronic structure calculations for phosphorene sheet and PNRs are performed

within a plane wave density functional theory (DFT) formalism. An energy cutoff of 500 eV is

used for the plane wave basis set. Interactions between the valence electrons and the ion cores
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are represented by projector augmented wave (PAW) potentials. The PBE gradient corrected func-

tional is used for the exchange-correlation energy. In a few cases we have also employed the hybrid

HSE06 functional proposed by Hyde, Scuseria, and Ernzerhof to have a more accurate estimate of

the band gap. An (8×8×1) Mokhorst-Pack (MP) k-point mesh is used for Brillouin zone (BZ) in-

tegration for electronic structure calculations of the monolayer. For the nanoribbons running along

the x and y directions (defined below) (8×1×1) and (1×8×1) MP k-point meshes were employed.

We kept a vacuum space of 15 Å in all the nonperiodic directions in the supercell. All the atoms in

the supercells were relaxed using a conjugate gradient method till all the force components became

less than 0.01 eV/Å. The VASP code was used for these calculations.

Atomic structure of phosphorene layer is shown in fig. 5.1. The direction along the trenches

is designated as y in this work, while the perpendicular direction in the plane of the monolayer

is designated as x. The direction perpendicular to the monolayer plane is designated as z. The

optimum lattice constants of a monolayer along the x and y directions are found to be 4.62 and 3.3

Å (using GGA-PBE exchange-correlation functional), respectively, in good agreement with other

DFT calculations[133]. One may have two different types of edges for PNRs that are periodic

along y: edges with P atoms that are either onefold or twofold coordinated. We termed these as

the l-PNR and z-PNR, respectively as shown in fig.5.5 (a) and (c) respectively. In case of PNRs

periodic along x, only one type of edge is possible in which, of the four atoms at one edge of the

unit cell, two are twofold coordinated and the other two are threefold coordinated. These have

been called the rugged edges or armchair edges, and these PNRs the a-PNR as shown in fig. 5.2.

5.2 Electronic structure of phosphorene and PNRs

A phosphorene monolayer is found to have a direct gap of 0.9 eV in PBE. The CBM occurs exactly

at the point in the Brillouin zone. The VBM occurs marginally away from the point towards Y .

Therefore, a monolayer phosphorene can be considered practically to have a direct gap. This

finding is in agreement with what has been reported by Sa et al.[146] and Tran et al.[72]. Using
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Figure 5.1: Structure of monolayer phosphorene.

HSE06 also, the VBM was found slightly away from the point, while the CBM was still at the

point. The gap turned out to be 1.6 eV. These results are in very good agreement with the results

published earlier. As we stated before, one can form three different types of PNRs. Energetic

stability of PNRs are determined by their formation energies. Formation energy (FE) of a PNR is

defined as

FE = ET −nµP (5.1)

where ET is the total energy of the PNR composed of n phosphorus atoms, and µP is the chemical

potential of a P atom in its reference state. In these calculations we have taken a phosphorene

monolayer as the reference state. The larger the FE, the more energetically unfavorable is a struc-

ture. In their layer-terminated structures, the formation energies of the l-PNRs turn out to be 1.2

eV per edge atom, while that of z-PNRs is 0.67 eV per edge atom. The formation energy of the

a-PNRs is much smaller, 0.31 eV per edge atom. These numbers are consistent with the fact that

l-PNRs have the largest number of dangling bonds per edge atom, two. z-PNRs, on the other

hand, have one dangling bond per edge atom, and hence have a smaller formation energy. a-PNRs

have, on average, 1/2 dangling bond per edge atom. Consequently, it has the smallest FE. The

l-PNRs have the highest formation energies, and their edges are highly unstable undergoing large

reconstructions.

a−PNR: Having optimized the lattice constants, we studied electronic properties of a-PNRs

of width 2− 10 unit cells. The structure of a-PNR of width 4 is shown in fig 5.2. The electronic
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Edges 
of aPNR

Figure 5.2: (a) Structure of a a-PNR of width 4. The arrow is the direction of periodicity.

structure of width 1 2 and 3 unit cell are shown in fig 5.3. All these turn out to be indirect

band gap semiconductors (in PBE) except 1 unit cell wide nanoribbon (fig 5.2 (a)). For a-PNRs

of widths 4− 6, the VBM appears at the point and the CBM appears between Γ and the zone

boundary. The band gap of a-PNRs of width 2 and 3 are 1.20 and 1.03 eV, respectively, larger than

the gap of a monolayer. The band gap decreases monotonically with increasing width. At width 4,

it falls below the gap of a monolayer, and is 0.70 eV. Calculated band gaps of all the a-PNRs are

Table 5.1: Lattice constants and calculated band gaps of a-PNRs of various widths

width lattice constant (Å) band gap (eV)
2 5.07 1.20
3 4.75 1.03
4 4.69 0.70
5 4.67 0.53
6 4.66 0.48
8 4.65 0.42
10 4.64 0.42

96



Figure 5.3: band structure of (a) 1 unit cell wide, (b) 2 unit cell wide and (c) 3 unit cell wide a-PNR

Table 5.2: Energy gain (meV/edge dimer) and gap value (eV) for edge reconstructed z-PNRs of
different widths.

width Energy gain band gap
4 9.8 0.11
5 8.4 0.14
6 11.0 0.12
7 13.0 0.14
8 10.0 0.11
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Figure 5.4: band structure of 8 unit cell wide a-PNR

given in Table 5.1. Guo et al.[147] have studied these nanoribbons of width 7− 12 unit cells and

have found them to be indirect gap semiconductors. Carvalho et al.[148] have also reported similar

calculations. We calculated a ribbon of width 10, and this also turned out to be a semiconductor

having an indirect gap of 0.42 eV in agreement with the results in. One may conclude that the

bandgap of a-PNRs is not very sensitive to the width beyond 6 unit cells, and an indirect to direct

gap transition occurs somewhere between a ribbon of width 12 unit cells and the monolayer. Band

structure of an a-PNR of width 8 is shown in Fig. 5.4.

z−PNR: In contrast to the a-PNRs, the z-PNRs have metallic band structure at all widths

between 1−8 in their layer-terminated structures. The structure of z-PNR is shown in fig 5.5 (c).

In all of these, two bands cross the Fermi energy.The band structure turns out to be different in

z-PNRs of width 1−3 and shown in figure 5.6 (a), (b) and (c) respectively.

The k-points at which these bands cross the Fermi energy depends on the width of the PNR.

However, none of these crossings happens at simple fractions such a 1/2 or 1/4 from Γ to the zone

boundary. For example, one of the bands in the z-PNR of width 1 crosses the Fermi energy at 9/10

to the zone boundary. In z-PNRs of width larger than 3 unit cells, both these bands are exactly

half-filled. This is understandable because there is only one dangling bond per edge atom in the

z-PNRs. The band structure turns out to be different for widths 1−3. The k points at which these

bands cross the Fermi energy depend on the width of the PNR. However, none of these crossings
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Figure 5.5: Structure of (a) layer-terminated l-PNR, (b) edge reconstructed l-PNR, (c) layer-
terminated z-PNR, (d) Peierls distorted z-PNR. Arrow shows the direction of periodicity.

(b)
(a)

(c)

Figure 5.6: band structure of (a) one unit cell (b) two unit cell and (c) three unit cell wide z-PNR
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Figure 5.7: Isosurfaces of charge density from (a) the half-filled bands in the layer-terminated and
(b) VBM and CBM of edge reconstructed z-PNR. These figures show that the charge density is
localized at the edges.

happens at simple fractions such a 1/2 or 1/4 from to the zone boundary. We focus on z-PNRs of

width 4 and more as these are likely to be practically important. Isosurface of charge density and

band structure of a layer-terminated z-PNR of width 4 is shown in fig 5.7(a). The bands crossing

the Fermi energy are formed of the px and pz orbitals of the edge atoms, and interestingly, both the

bands have contributions from P atoms at both edges. Therefore the metallic nature is due to the

one-dimensional (1D) chain of P atoms at the two edges.

The half-filled bands due to the 1D chain of edge atoms present an unstable situation. It is

well known that such 1D metallic systems undergo structural distortion through dimerization of

successive atom pairs. The consequent doubling of the unit cell halves the BZ, leading to the

opening of a small gap at the new zone boundary. This phenomenon, proposed by Peierls, is

known as Peierls transition. To find out if the edges of z-PNRs indeed undergo such a Peierls

transition, we performed calculations with a supercell consisting of two primitive unit cells along

the length of the z-PNR. After relaxation, two successive atoms along the edges were indeed found

to dimerize. In particular, the distance between successive atoms in the periodic direction along
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the first few rows of atoms (first, second, and third for width 8) starting from the edges decreases

marginally to 3.27Å from 3.3Å in the layer-terminated structure. For other atomic rows in the

interior of the PNR, the atoms have a separation of 3.3Å, as in a monolayer. Structure of such

a layer terminated and edge reconstructed z-PNR is shown in fig. 5.5 (c) and (d). This small

distortion decreases the total energy of a z-PNR, and also opens a gap. The exact value of energy

gain and gap depends on the width for the PNR. These values for z-PNRs of width from 4 up to 8

unit cells are given in Table 5.2. The energy gain and gap values are nearly the same for all widths

in this range. Band structure of a z-PNR of width 8 after gap opening is shown in fig. 5.7 (b). If this

phenomenon of gap opening is indeed a Peierls transition, one expects the atomic character of the

VBM and the CBM after gap opening to be the same as the character of the edge bands crossing the

Fermi energy in the layer-terminated metallic nanoribbons. Indeed, the VBM at the zone boundary

is formed of the px and pz orbitals of the edge atoms in the edge reconstructed PNR. The CBM

has contributions from some of the interior atoms in addition to dominant contribution from the

edge atoms. The charge density originating from the half-filled bands before reconstruction, and

the VBM and CBM after reconstruction are shown in fig. 5.7 (a) and (b). It is obvious that these

bands are localized along the two edges.

l−PNR: We calculated band structure of l-PNRs of widths ranging from 1− 6, and 8 unit

cells taking the same unit cell in the periodic direction as in a monolayer. The structure of l-

PNR is shown in fig 5.5(a). We call these the layer-terminated PNRs in contrast to structurally

distorted PNRs that have different unit cells in the periodic direction. An l-PNR of width 1 (shown

in fig 5.8 (a)) turns out to be a semiconductor with an indirect gap of 1.38 eV. The CBM is at

the Γ-point and the VBM is between Γ and the zone boundary. l-PNR of width 2 in its layer-

terminated structure presents and interesting case where two bands cross each other at the Fermi

energy. The band structure plot is shown in fig 5.8 (b). Ribbons of widths 3− 6 turn out to be

metallic with four bands crossing the Fermi energy in each case. Two of these bands are ∼ 1/4

filled and two others are ∼ 3/4 filled. Band structure for a l-PNR of width 4 is shown in Fig.5.9.

The topmost valence band and the lowest conduction band in the monolayer have mainly pz, and
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(a)

(b)

Figure 5.8: band structure of (a) one unit cell (b) two unit cell wide l-PNR

pz + px characters respectively. The bands crossing the Fermi energy have major contributions

from the px and pz orbitals of the edge atoms only. So clearly, these are edge states with different

bonding characteristics than states in the monolayer. These originate from σ overlap of the py

orbitals, and π overlap of the px orbitals on the neighboring atoms and form metallic channels

running along the edges. A charge density isosurface plot (fig 5.9 (a)) for one of these bands

clearly show that it is localized at the edges in the transverse direction but is delocalized along both

the edge channels. Other bands crossing the Fermi energy give similar pictures. This metallic

band structure is similar to those obtained in many bulk terminated semiconductor surfaces. Such

metallic surface states result within the bulk band gap due to weak overlap between orbitals of

nearest neighbor surface atoms that are actually next nearest neighbors in the bulk. This is exactly

what happens in the l-PNRs. Successive edge atoms in the periodic direction are in fact next nearest

neighbors in the monolayer having a separation of 3.3 compared to the nearest neighbor distance

of ∼ 2.2Å. It is well known that many semiconductor surfaces, for example, C(100), Si(100),

Ge(100), undergo reconstructions through dehybridization of the sp3 hybrid orbitals on the surface

atoms and formation of new bonds. The end result is the formation of surface dimers that leads

to doubling or quadrupling of the surface unit cell. The natural question to ask is whether such

an edge reconstruction is possible in the l-PNRs. To test this, we studied l-PNRs of widths 1− 6

and 8 taking supercells having two primitive cells along the periodic y direction. After atomic

relaxation, the two neighboring atoms on each edge move towards each other and form an edge
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(a) (b)

Figure 5.9: Isosurfaces of charge density from (a) the partially filled band in the layer-terminated
and (b) VBM and CBM of edge reconstructed lPNR. These figures show that the charge density is
localized at the edges.

dimer. The structure of layer terminated and edge reconstructed l-PNR are shown in fig 5.5 (a)

and (b) respectively. The dimer bond length is only ∼ 2Å, even smaller than the nearest neighbor

bond length in the monolayer. This is a consequence of the fact that each edge P atom makes only

one bond in the layer-terminated structure which gives it a large degree of structural flexibility.

Hence, there is a significant reconstruction at the edges with a consequent doubling of the unit

cell along the periodic direction. This indeed opens a gap in the band structure and leads to a

reduction in total energy. The gap in a 4 unit cell wide l-PNR is 1.11 eV (direct gap) and the

reduction in total energy is 1.44 eV per edge dimer. The energy gain due to edge reconstruction

is substantial when compared to the energy gain in the well studied (2× 1) reconstruction of the

Si(100) surface (∼ 2 eV per surface dimer). The band structure of an edge reconstructed l-PNR

of width 3 is shown in fig.5.8 (b). This is the result of a dehybridization process on the edge

atoms. The edge bands crossing the Fermi energy are formed of the px and pz orbitals as already

stated. But after reconstruction, two degenerate CBMs are formed by the px and pz orbitals of

the edge atoms. These bands have very little dispersion because these are localized on the dimers

and have very little amplitude in between two successive edge dimers. This can be understood
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from the fact that the smallest separation between two successive edge dimers is 4.6Å. We have

illustrated the difference between the metallic edge bands and the CBM after edge reconstruction

in the isosurface plots of fig. 5.9(a) and (b). The l-PNR of width 2, which showed a crossing of

bands, also undergoes the same edge reconstruction that opens an indirect gap of 1.31 eV as found

in PBE.

5.3 Conclusion

In summary, our first-principles electronic structure calculations based on DFT show that all PNRs

except for z-PNRs of 1-3 and l-PNR having width 2, are semiconducting. It is possible that these

PNRs also become semiconducting with complicated structural deformations. However, it is dif-

ficult to guess the exact nature of such structural deformations. Experimental investigations can

reveal the nature of atomic and electronic structure of these nanoribbons. As we have clearly

demonstrated, l-PNRs undergo edge reconstruction and z-PNRs undergo Peierls distortion to open

gaps in their band structures. These phenomena make PNRs an interesting class of materials from

a fundamental point of view. This information will also be useful for any electronic applications

of this material. We hope that these results will motivate experimental search for these effects in

PNRs.

Here I will mention some properties of PNRs. Zhang et al.[145] studied the electronic proper-

ties of PNRs having different widths and edge configurations and reported that PNRs with armchair

edges are semiconductors, while the zigzag PNRs are metallic. For armchair PNRs, it was shown

that the bandgap decreases as the width of the NR increases. After H-passivation of the edges,

zigzag PNRs become semiconducting, while the bandgap of the armchair PNR gets larger than

for bulk phosphorene. In addition, it was demonstrated that all the semiconducting NRs exhibit

very large values of Seebeck coefficient (SC) and are tunable upon hydrogen passivation of the

edges. Ding et al. [149] also investigated the effect of edge passivation on the electronic structure

of BPNRs. The edges of PNRs are highly active and can be bonded easily with oxygen atoms
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and hydroxyl groups demonstrating that PNRs can be easily oxidized. In addition, it was shown

that a transition from semimetallic character to semiconducting can be achieved in both zigzag and

armchair PNRs upon oxidation.

In another study, Sorkin and Zhang[144] investigated the mechanical properties PNRs under

uniaxial tensile strain and reported that the deformation and failure of PNRs are highly anisotropic.

It was reported that PNRs have a high failure strain (ε = 0.5) along the armchair direction with

a low failure stress (σ = 50 GPa), while along the zigzag direction the failure occurs at early

stages of tensile strain (ε = 0.1) but with a relatively high failure stress (σ = 100 GPa). For both

directions, the value of the failure stress is sensitive to the width of the PNRs, while the failure

strain is unaffected.
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Chapter 6

Density functional study of metal/blue

phosphorene interface

By theoretical means we are able to understand the charge density, voltage drop, barrier height

at the metal/blue phosphorene interface which help to choose the suitable metal surface to make

contact. So far no experimental or theoretical studies have been done about blueP/metal interfaces.

Motivated by the results of monolayer black phosphorus/metal interface calculation we have cal-

culated the tunnel barrier height (TBH) and Schottky barrier height (SBH) between low index

metal surface and blue phosphorene. We choose Pd(111), Pd(110), Pd(100), Al(111), Au(110) and

Ni(100) to perform the barrier height calculation.

6.1 Computational method

The results of interfacial properties are obtained from first principle calculations using plane wave

based density functional theory (DFT) code Vienna ab-initio simulation package (VASP). The

implementation of DFT involves the solution of the Kohn-Sham equations, which are one-electron

Schrodinger equations in the presence of an effective one-electron self-consistent potential. The

single particle Kohn-Sham orbitals are represented in plane wave basis. The kinetic energy cutoff

for the plane wave basis was taken to be 500 eV. Interaction between valence electrons and ions
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are implemented using projector augmented wave method (PAW).

The adsorption energy of metal atom on blue phosphorene slab was calculated by using local

density approximation (LDA) and generalized gradient approximation (GGA-PBE). To understand

the van-der Waals interaction between metal atom and blue phosphorene, dispersion corrected

Grimme method (DFT-D2) and non local correlation method (vdW-DF2) has been used. The

description of LDA, GGA-PBE, dispersion corrected Grimme method (DFT-D2) and non local

correlation method (vdW-DF2) was discussed in method section.

The primitive cell of blue phosphorene is hexagonal. To calculate the adsorption energy of

metal atom on blue phosphorene slab a rectangular supercell of size 11.36× 9.28 Å2 was taken.

The atoms are relaxed until the forces on atoms are less than 0.01 eV/Å. Brillouin zone integration

is performed with Monkhorst-pack k-mesh of size 6×8. A vacuum of 23 Å is used to avoid any in-

teraction between periodic images. The metals chosen to know the binding with blue phosphorene

are Al, Au, Pd, Ni.

For monolayer blue phosphorene interface calculation we choose rectangular supercells of met-

als and blue phosphorene. To match the lateral sizes of metal and blue phosphorene, blue phos-

phorene is strained in both x and y direction keeping in mind that the strain should be less than

3% in individual direction. For rectangular or square surface primitive cells like Au(110), Pd(110),

Pd(100) and Ni(100), a supercell of size n1×m1 is taken. The rectangular supercell for blue phos-

phorene for the corresponding metals were given in Table 6.1. In the composite system of metal

and blue phosphorene the bottom three atomic layers of metal were kept fixed and top three atomic

layer of metal and blue phosphorene atoms were relaxed. The force convergence criteria to relax

the atoms in composite system was taken as 0.01 eV/Å.
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Table 6.1: Strain in supercell of phosphorene along x direction ( εx) and y direcction (εy) when
contact is made with metal surface

metal surface εx εy
Pd(111) 1.7 1.7
Pd(110) 1.7 0.3
Pd(100) 1.7 2.2
Au(110) 2.7 2.1
Al(111) 0.6 0.6
Ni(100) 1.4 1.2

6.2 Results

6.2.1 Pristine blue phosphorene

Having a hexagonal primitive cell, blue phosphorene shows D3
3d space group symmetry[148]. The

interaction between layers is very weak and of value 6 meV/atom. The interlayer distance is 5.63

Å. The AB hexagonal stackings and ABC rhombohedral stacking differ energetically by less than

1 meV/atom[115]. The consecutive atoms in blue phosphorene are in different sublayers and the

bond length is 2.26 Å . The optimized lattice constant using PBE exchange-correlation functional

is 3.28 Å. The lattice structure and PBE band structure of monolayer blue phosphorus is shown fig-

ure 6.1. The conduction band minimum is in between Γ and M point. The valence band maximum

occur in between K and Γ point. Therefore blue phosphorene is an indirect semiconductor with

band gap ∼ 2 eV. The lattice constant and band gap are in good agreement with literature[110].

6.2.2 Metal adatom on blue phosphorene

Interlayer interaction in bulk blue phosphorus is due to weak van-der Waals force. Therefore the

absence of out of plane dangling bonds in monolayer blue phosphorus motivates us to find if the

interaction between one metal atom and blue phosphorene is dispersion dominated or not. In metal-

graphene system it has been seen that without incorporation of dispersion force, the binding energy

between metal and graphene gives inaccurate result. Therefore we perform a systematic study of
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3.28 Å

(a)

(c)
(b)

Figure 6.1: Monolayer blue phosphorus (a) top view, (b) side view, (c) band structure with PBE

adsorption energy of metal atom with blue phosphorene using LDA (local density approximation),

GGA -PBE, DFT-D2 and vdW-DF2 method.

The adsorption energy (AE) of metal adatom on the monolayer blue phosphorus is defined as

AE = Ec(M)−Ec(BlueP)−Ec(M/BlueP) (6.1)

Ec(M/BlueP) is the cohesive energy of composite system consisting of single metal atom and

blue phosphorene. Ec(M) is the ground state energy of metal atom and Ec(BlueP) is the cohesive

energy of the blue phosphorene slab. Adsorption energy positive infers metal atom binds with blue

phosphorene slab. The higher adsorption energy implies strong binding of metal atom and blue

phosphorene. The adsorption energy of different metals using various methods are summarized in

table 6.2.

Four high symmetry sites are used to calculate the adsorption energy of metal adatom on blue

phosphorene as shown in figure 6.2. The sites are (a) bridge site: top of the P-P bond of upper

sublayer of the blue phosphorene, (b) hollow site: above the center of hexagonal cell when there

is no phosphorus atom at the bottom of metal atom, (c) top site: top of the upper layer phosphorus
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atom of the blue phosphorene slab, (d) valley site: at the center of hexagonal cell where there is

a phosphorus atom at the bottom of metal atom. The hollow site is the favorable site for Au and

Pd atom. For Ni and Al atom the valley site is favorable. The LDA results give largest adsorption

energy between metal adatom with blue P slab. This happens because LDA leads to overbinding.

The Grimme DFT-D2 method shows slightly higher adsorption energy than PBE-GGA. The vdW-

DF2 method shows fraction of eV lower adsorption energy than PBE-GGA. This implies that

the adsorption energy between metal atom and blue P layer is captured by using only PBE-GGA

method. Therefore for metal slab/blue P interface calculation the PBE-GGA method is sufficient.

Table 6.2: Adsorption energy of metal atom on blue P surface using different method

Exchange-correlation Au Al Pd Ni
LDA 2.52 2.25 4.11 5.28

PBE-GGA 1.53 1.76 3.00 3.94
DFT-D2 Grimme 1.86 1.92 3.31 4.20

vdW-DF2 1.14 1.36 2.23 2.88
faborable site top site valley site top site valley site

(a) (b)

(c) (d)

Figure 6.2: The adsorption sites for metal atom on (a) bridge site, (b) hollow site, (c) top site, (d)
valley site

The magnetic moment of all atoms are found zero after adsorption. Here we will be only focussing
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on studying the binding of metal adatom on blue phosphorene and we will limit ourselves to use

only PBE-GGA method.

6.2.3 Atomic and electronic structure of metal/blue phosphorene interface

Now we will discuss the atomic and electronic structure of the metal/blue phoshorene (M/Blue

P) system which is shown in figure 6.3 and 6.4. The results of this section and subsequent sections

are based on PBE-GGA exchange-correlation functional. We have already discussed about the

calculation details of M/blue P composite structure in computational method. The adsorption

energy (AE) of blue phosphorene on metal is defined as

AE = Ec(M)−Ec(BlueP)−Ec(M/BlueP) (6.2)

Ec(M/BlueP), Ec(M), Ec(BlueP) are cohesive energies of metal slab and blue phosphorene com-

posite system, bare metal slab and monolayer blue P respectively. The adsorption energy and the

minimum distance between atoms of metal surface and blue phosphorene are listed in table 6.3.

The adsorption energy are 0.42, 0.36, 0.44, 0.18, 0.59, 0.075 eV/P atom on Pd(111), Pd(110),

Pd(100), Au(110), Ni(100) and Al(111) surface respectively. Ni(100) surface shows largest bind-

ing with blue P slab. This is consistent with the Ni adatom on blue P slab result which shows larger

binding than Au, Al, Pd atom on blue P. Al atom on blue P slab shows slightly higher binding

energy than Au atom. But Al(111) surface shows smaller binding with blue P than Au(110).

Due to the proximity of metal substrate the metal/blue phosphorene is becoming metallic. As

seen from figure 6.4 a peak of density of states (DOS) lie at the Fermi energy for different Pd

surfaces and Blue P/Ni(100) surface. The major contributions are coming from 3d states of Ni and

4d states of Pd. The magnetic moment per atom changes maginally from 0.66 µB per atom in a Ni

slab to 0.57 µB per atom after adsorption of phosphorene monolayer. As seen in fig 4, the magnetic

moment is mostly contributed by the Ni atoms. There is very little moment on the P atoms.
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Table 6.3: Adsorption energy of per P atom (eV) of blue P on metal surfaces and the nearest metal
phosphorus distance(Å)

Metal surface AE distance
Pd(111) 0.42 2.25
Pd(110) 0.36 2.22
Pd(100) 0.44 2.24
Au(110) 0.18 2.39
Al(111) 0.075 2.53
Ni(100) 0.59 2.10

P/Pd(111) P/Pd(110)
P/Pd(100)

P/Au(111) P/Al(111) P/Ni(100)

Figure 6.3: side views of blue phosphorene on different metal surfaces
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Figure 6.4: Density of states of metal/blue phosphorene system. Projected density of states of
metal are shown. Energies are drawn with respect to Fermi system
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6.2.4 Schottky barrier height at metal/blue phosphorene interface

The charge carrier injection efficiency and the contact behavior, i.e. p-type or n-type can be under-

stood from Schottky barrier height. Schottky barrier height (SBH) is determined from the simple

Schottky-Mott model. This model is based on few assumptions: (a) The surface dipole does not

affect the (i) work function of the metal (ii) the electron affinity and (iii) ionization potential of the

semiconductor, (b) There are no localized states at the surface of the semiconductor and thus form-

ing a perfect contact with metal, (c) No chemical reaction occurs between metal-semiconductor

and the surfaces are strain free. The work function of the metal is defined as the difference be-

tween vacuum level and the fermi energy of the metal. The electron affinity (ionization potential)

is defined as the difference between vacuum level and CBM (VBM) of the semiconductor.

According to Schottky-Mott model if the vacuum level of metal and semiconductor are aligned,

the SBH for n-type (p-type) semiconductor is defined as the difference between Fermi level of the

metal and electron affinity (ionization potential) of the semiconductor.

Φn = ΦM−χsc (6.3)

Φp = Isc−ΦM (6.4)

where χsc and Isc are the electron affinity and ionization potential of the semiconductor, respec-

tively. The method to calculate the vacuum energy is given extensively in chapter 4.

Smoluchowski[93] argued that different packing density on different surfaces of a metal leads

to different values of the ”smoothening” dipole moment. Eventually this affects the work function

of that surface. Densely packed surface shows less smoothening which results in large work func-

tion. According to this theory Pd(111) surface is more densely packed surface than Pd(110) and

Pd(100) surfaces. Therefore, the work functions in ascending order are 5.24, 5.11 and 4.79 eV

for Pd(111), Pd(100), Pd(110) respectively. Work functions of Au(110), Al(111) and Ni(100) are

4.75, 4.02 and 4.70 eV respectively.

In case of bulk semiconductor and bulk metal interface, a space charge layer is formed at the

115



Table 6.4: electron schottky barrier height (eSBH in eV) and hole schottky barrier height (hSBH in
eV) at metal/blue phosphorene interface

Metal surface/BlueP eSBH hSBH
Pd(111)/P 0.32 1.61
Pd(110)/P 0.40 1.53
Pd(100)/P 0.39 1.54
Al(110)/P 0.00 4.46
Au(110)/P 0.26 1.67
Ni(100)/P 1.17 1.30

Table 6.5: Tunnel barrier height (TBH in eV) and tunnel barrier width (TBW in Å) in metal surface/
blue phosphorene interface

Metal surface/Blue P TBH TBW
Pd(111)/P 0.00 0.00
Pd(110)/P 0.46 0.86
Pd(100)/P 0.28 0.96
Au(110)/P 1.80 0.99
Al(111)/P 2.33 1.19
Ni(100)/P 0.00 0.00

semiconductor side. This layer affects the Schottky barrier height value which is the difference

of metal work function and EA and IP of the semiconductor. Monolayer blue phosphorene met-

allizes after making contact with metal as shown in partial DOS of blue P in fig 6.4. Therefore,

there is no vertical barrier height found which injects carrier from metal to phosphorene. Here

we are calculating the lateral Schottky barrier height which describes the lateral charge injection

from metal/monolayer blue phosphorene composite to monolayer blue phosphorne. The definition

of Schottky barrier height is modified as follows: the electron (hole) SBH is the difference be-

tween Fermi level of metal/ monolayer blue phosphorene composite system and CBM (VBM) of

semiconductor.

The results of lateral SBH are given in table 6.4 and the energy diagram of lateral SBH is

shown in fig 6.5. Except Al all other surfaces show finite SBH for both electrons and holes. For all

surfaces electron SBH is smaller than hole SBH. Therefore, all the surfaces are made good n-type

contact with blue phosphorene.
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Figure 6.5: Electron and hole lateral SBH are shown in figure. Green lines are fermi level for the
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maxima of blue phosphorene
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6.2.5 Tunnel barrier height at metal/blue phosphorene interface

Tunnel barrier height gives more microscopic description of metal/ monolayer blue phosphorene

interfacial properties than Schottky barrier height. In ab-initio method, tunnel barrier height (TBH)

is inferred from the variation of planar averaged electrostatic potential (ve(z)), which is the sum

of Hartree potential (VH) and external potential (Vext) of an electron in a direction normal to the

interface. The tunneling occurs with the electrons at the Fermi level. The TBH is defined as the

maximum of ve(z) at the metal/blue phosphorene interface with respect to Fermi energy (EF ). If

EF of electrons is less than the highest value of the potential barrier at the interface, quantum

mechanical tunnelling occurs through the barrier. On the other hand if EF of electrons is larger

than the highest value of the potential at the interface it will not hindered by any barrier.

The results of TBH and the barrier width are given in table 6.5 and the profile of ve(z) is shown

in figure 6.6. We find that only the interfaces made by Pd(111) and Ni(100) with blue phosphorene

show no tunneling. The reason behind no tunneling is the EF of the system is higher than ve(z) at

the interface. In all other cases i.e. the interfaces made by Pd(110), Pd(100), Au(110) and Al(111)

with blue phosphorene has finite tunnel barrier height and width. From table 6.2 it is seen that the

Al(111) surface shows weak binding (0.075 eV/P atom) with blue phosphorene than other metal

surface which may be the reason of largest TBH at the interface. Au(110) and Pd(110) shows

better binding in ascending order with blue P than Al(111) (0.18 eV/P atom for Au(110)/P and

0.36 eV/P atom for Pd(110)/P . This results smaller TBH (1.80 eV for Au(110)/blue P and 0.46

eV for Au(110)/blue P) at the interface. Pd(111) gives marginally smaller binding energy (0.42

eV/P atom) with blue P than Pd(100)/blue P system (0.44 eV/P atom). But Pd(111) has the same

hexagonal lattice structure as the blue P, whereas Pd(100) has rectangular lattice structure. This

causes maximum overlap of orbitals in Pd(111) than Pd(100). This may be the reason that inspite

of smaller binding energy between Pd(111)/blue P than Pd(100)/P, the former one shows no TBH

whereas the later shows finite TBH. The maximum binding energy occur in between Ni(100)/blue

P system (0.59 eV/P atom) and also from the fig 6.3 it is seen that blue P is maximally distorted on

the Ni(100) surface. This may result zero TBH at Ni(100)/blue P interface. From figure 6.7 it is
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seen that the charge density at the interface is larger for Pd(111) and Ni(100) surfaces than others.

This may be the reason that P/Pd(111) and P/Ni(100) interfaces has zero TBH. For Al(111) the

interfacial charge is lowest which may be the reason of finite tunnel barrier at the interface.

6.3 Discussion

We compare now the results of tunnel barrier height between blue phosphorene and black phos-

phorene (monolayer black phosphorus). Pd(111), Pd(110), Pd(100) surfaces gives zero TBH for

black phosphorene. On the contrary only Pd(111) surface gives zero TBH with blue phosphorene,

whereas finite TBH with Pd(110) and Pd(100). Al(111) surface has shown finite TBH with black

phosphorene. In our result we have found that Al(111)/blue phosphorene interface also give large

TBH. The Au(110)/blue phosphorene shows non zero TBH, which has also found in Au(110)/black

phosphorene interface.

In experimental studies Pd surface was found as p-type contact with few layer black phospho-

rus. In case of blue phosphorene, Pd(111) and Pd(100) surface shows finite SBH for both electrons

and holes. The SBH for electrons and holes of Pd(111) and Pd(100) are marginally different.

Pd(110)/blue phosphorene interface shows finite SBH for electrons, whereas Pd(110)/black phos-

phorus gives finite SBH for both electrons and holes. Au(110) and Al(111) surfaces make n-type

contact with blue phosphorene by making zero electron SBH . On the other hand Au(110) shows

very small (0.01 eV) hole SBH and 0.89 eV electron SBH with black phosphorene.

6.4 Conclusion

We have studied tunnel barrier height and Schottky barrier height between blue phosphorene

with Pd(111), Pd(110), Pd(100), Al(111), Au(110) and Ni(100) surfaces. The mobility of electron

and hole is small in blue phosphorene, whereas the band gap is large. By tuning the mobility or

concentration of carrier externally, blue phosphorene can be used in devices. In the presence of

high electric field, instead of mobility, the saturation velocity is an important factor in FET devices.
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There is no experimental report till now about the saturation velocity of blue phosphorene.

Nevertheless, we have found that all the metal surfaces we have chosen shows finite Schottky

barrier height for electrons and hole at the interface with blue phosphorene. Pd(111) and Ni(100)

surface gives zero TBH among all the surfaces. These results are assumed to be helpful to choose

metal surface to make contact with blue phosphorene.
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[143] I. Popov, G. Seifert, and D. Tománek, “Designing electrical contacts to mos2 monolayers:

A computational study,” Phys. Rev. Lett. 108 (Apr, 2012) 156802.

[144] V. Sorkin and Y. W. Zhang, “Mechanical properties of phosphorene nanotubes: a density

functional tight-binding study,” Nanotechnology 27 no. 39, (2016) 395701.

[145] Z. et al., “Phosphorene nanoribbon as a promising candidate for thermoelectric

applications,” Sci. Rep. 4 no. 6452, (2014) 1.

[146] B. Sa, Y.-L. Li, J. Qi, R. Ahuja, and Z. Sun, “Strain engineering for phosphorene: The

potential application as a photocatalyst,” The Journal of Physical Chemistry C 118 no. 46,

(2014) 26560–26568.

[147] H. Guo, N. Lu, J. Dai, X. Wu, and X. C. Zeng, “Phosphorene nanoribbons, phosphorus

nanotubes, and van der waals multilayers,” The Journal of Physical Chemistry C 118

no. 25, (2014) 14051–14059.

[148] A. Carvalho, A. S. Rodin, and A. H. C. Neto, “Phosphorene nanoribbons,” EPL

(Europhysics Letters) 108 no. 4, (2014) 47005.

[149] B. Ding, W. Chen, Z. Tang, and J. Zhang, “Tuning phosphorene nanoribbon electronic

structure through edge oxidization,” The Journal of Physical Chemistry C 120 no. 4,

(2016) 2149–2158.

141

http://dx.doi.org/10.1039/C4CP03890H
http://dx.doi.org/10.1021/jp5129468
http://dx.doi.org/10.1021/jp5129468
http://dx.doi.org/10.1103/PhysRevLett.108.156802
http://dx.doi.org/10.1038/srep06452
http://dx.doi.org/10.1021/jp508618t
http://dx.doi.org/10.1021/jp508618t
http://dx.doi.org/10.1021/jp505257g
http://dx.doi.org/10.1021/jp505257g
http://dx.doi.org/10.1021/acs.jpcc.5b09159
http://dx.doi.org/10.1021/acs.jpcc.5b09159

	Summary
	List of Figures
	List of Tables
	Introduction
	Two dimensional materials
	Production of bulk black phosphorus
	Synthesis of 2D black phosphorus
	Mechanical exfoliation
	Organic-phase exfoliation
	Water-phase exfoliation
	Other synthesis routes

	Structural properties of black phosphorus
	Experimental crystal structural parameters

	Electronic band structure and tunable band gap
	In plane anisotropy in black phosphorus
	Device applications
	Nanoribbons
	Blue phosphorus
	Structure of the thesis

	Methods
	Born-Oppenheimer approximation
	Density functional theory
	Hohenberg-Kohn Theorems
	The Kohn-Sham (KS) Equations

	The Exchange-correlation functional
	HSE06 functional
	The Plane wave expansion
	The pseudopotential theory
	Projected Augmented Wave Method (PAW)

	van der Waals corrections
	Charge carrier mobility
	Boltzmann transport theory


	Strain engineering in mobility in monolayer black phosphorus
	Computational details
	Results
	Data of deformation potential, effective mass and mobility

	Density functional study of metal/Black phosphorus interface
	Motivation
	Metal adatom on phosphorene
	Atomic and electronic structure of MPI
	SBHs at the interfaces
	TBHs at the interfaces
	Discussions

	Phosphorene Nanoribbon
	Computational details
	Electronic structure of phosphorene and PNRs
	Conclusion

	Density functional study of metal/blue phosphorene interface
	Computational method
	Results
	Pristine blue phosphorene
	Metal adatom on blue phosphorene
	Atomic and electronic structure of metal/blue phosphorene interface
	Schottky barrier height at metal/blue phosphorene interface
	Tunnel barrier height at metal/blue phosphorene interface

	Discussion
	Conclusion


