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Abstract

This thesis is divided into two parts.

In the first part, we consider Frobenius-finite vector bundles on an arbitrary

pointed smooth projective variety (X, x) over a perfect field k of prime charac-

teristic. Using these bundles, we construct a neutral Tannakian category CF (X)

over k. By a well-known theorem, there is an affine group scheme over k associ-

ated to CF (X). This group scheme will be denoted by πF (X, x), and is called the

F–fundamental group scheme of (X, x). We study the properties of this affine

group scheme.

In the second part, we define parabolic structures on real vector bundles over

a real curve. Let (X, σX) be a real algebraic curve, and let S ⊂ X be a non-empty

finite subset of X such that σX(S) = S. Let N ≥ 2 be an integer. We construct

an N -fold cyclic cover p : Y −→ X in the category of real curves, ramified

precisely over each point of S, and with the property that for any element g of

the Galois group Γ of p, and y ∈ Y , one has σY (gy) = g−1σY (y). The main

theorem in this part gives an equivalence between the category of real parabolic

vector bundles over X with parabolic structure over S, all of whose weights are

integral multiples of 1/N , and the category of Γ–equivariant real vector bundles

over Y .





SYNOPSIS

1 Introduction

This thesis is divided into two parts. In the first part, we consider Frobenius-finite

vector bundles on any pointed smooth projective variety (X, x) over a perfect field

k of prime characteristic. Using these bundles, we construct a neutral Tannakian

category CF (X) over k. By a well-known theorem, there is a affine group scheme

over k associated to CF (X). This group scheme will be denoted by πF (X, x) and

is called the F–fundamental group scheme of (X, x). We study the properties of

this affine group scheme.

In the second part, we define real parabolic vector bundles over a real curve

(X, σX). Let S ⊂ X be a non-empty finite subset of X such that σX(S) = S.

Let N ≥ 2 be an integer. We construct an N -fold cyclic cover p : Y −→ X in

the category of real curves, ramified precisely over each point of S, and with the

property that for any element g of the Galois group Γ of p, and y ∈ Y , one has

σY (gy) = g−1σY (y). We established the equivalence between the category of real

parabolic vector bundles over X with real parabolic structure over S having the

property that all the weights are integral multiples of 1/N , and the category of

Γ–equivariant real vector bundles over Y .

The summary of my thesis work is given in Section 2 and Section 3. Section

2 is based on the paper [AB10]. Section 3 is based on unpublished work of mine,

which is being prepared into a paper for publication.

2 Tannakian Fundamental Group Schemes

The étale fundamental group of a scheme has been introduced and its properties

studied by Grothendieck (see [Mu67] and [SGA1]). For a scheme X, we denote

by π1(X, x) the étale fundamental group of X with base point x. In [No76],

M. V. Nori introduced the fundamental group scheme for proper integral scheme

defined over a perfect field. The fundamental group scheme defined by Nori is

a natural generalization of the étale fundamental group. It is defined using a

neutral Tannakian category of certain vector bundles. Let k be a field, and let

Vect(k) denote the category of finite dimensional vector spaces over a field k.

i
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Definition 2.1 A neutral Tannakian category over k is a rigid k–linear abelian

tensor category C equipped with an exact faithful k–linear tensor functor ω :

C −→ Vect(k) into the category of finite dimensional k–vector spaces. The

functor ω is called a (neutral) fibre functor.

It is a well-known theorem due to Savedra, that any neutral Tannakian cat-

egory over a field k determines an affine group scheme defined over k. Suppose

that k is a perfect field.

2.1 Étale Fundamental Group scheme Let X be a proper integral scheme

over k endowed with a rational point x ∈ X(k).

Definition 2.2 A vector bundle E over X is called étale trivializable if there

exists a finite étale covering ψ : Y −→ X such that the pull-back ψ∗E is trivial.

Consider the neutral Tannakian category defined by all étale trivializable vec-

tor bundles E over X The fiber functor for this neutral Tannakian category sends

E to its fiber E(x) over x. We denote this category by C ét(X). The corresponding

affine group scheme is called the étale fundamental group scheme and is denoted

by πét(X, x).

2.1 The Nori Fundamental Group scheme For a proper integral scheme

X defined over a perfect field k endowed with a rational point x ∈ X(k), Nori

defined in [No76] and [No82] the fundamental group scheme πN(X, x) over k.

Definition 2.3 A vector bundle E over X is said to be Nori–semistable if for

every non-constant morphism f : C −→ X with C a smooth projective curve,

the pull-back f ∗E −→ C is semi-stable of degree zero.

Let Ns(X) denote the full subcategory of Vect(X) of all Nori–semistable vector

bundles over X. Recall that a vector bundle E over X is essentially finite if there

is a finite group scheme G and a principal G–bundle π : P −→ X such that π∗E

is trivial. Let CN(X) be the category of all essentially finite vector bundles over

X. Let ωx : CN(X) −→ Vect(k) be a fibre functor which sends an essentially

finite vector bundle E to its fibre E(x) over x. Then CN(X) defines a neutral

Tannakian category over k. The corresponding affine group scheme over k is

called the Nori fundamental group scheme of X with base point x.

2.2 The F–fundamental Group Scheme Let k be a perfect field of prime

characteristic p. For any k-scheme X, the absolute Frobenius morphism FX :

X −→ X is defined as follows: FX is the identity map on the topological space

of X, and F ]
X : OX −→ OX by the pth power map f 7→ fp.
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Let X be a smooth n-dimensional projective variety over k with a very ample

divisor H. If E is a torsion-free sheaf on X then one can define its slope by

setting

µ(E) =
c1(E) ·Hn−1

rk(E)
,

where rk(E) is the rank of E. Then E is H-semistable if for any nonzero subsheaf

F ⊂ E we have µ(F ) ≤ µ(E).

We say that E is strongly H-semistable if for all r ≥ 0 the pull back (F r
X)∗E

is H-semistable.

Let E be a vector bundle over X. For any polynomial g(t) =
∑m

i=0 nit
i with

ni ∈ N, define

g̃(E) :=
m⊕
i=0

((F i
X)∗E)⊕ni ,

where F 0
X is the identity morphism of X.

Definition 2.4 A vector bundle E over X is called Frobenius–finite if there are

two distinct polynomials f and g of the above type such that f̃(E) is isomorphic

to g̃(E).

The following proposition allow us to construct a neutral Tannakian category

using Frobenius–finite vector bundles over X.

Proposition 2.5 Any Frobenius–finite vector bundle over X is Nori–semistale.

Let TFF(X) denote the collection of all finite tensor products of Frobenius–

finite vector bundles over X. Consider the full subcategory, denoted by CF (X), of

the category Ns(X) whose objects are all Nori–semistable subquotients of finite

direct sum of elements of TFF(X).

We define the operation ⊗ on CF (X) to be the usual tensor product of vector

bundles. Fix a k–rational point x ∈ X. Let ωx : CF (X) −→ Vect(k) be the

fibre functor that sends a vector bundle E in CF (X) to its fibre E(x) over x. The

quadruple (CF (X),⊗, ωx,OX) defines a neutral Tannakian category over k.

Definition 2.6 The F–fundamental group–scheme of X with the base point x is

the group–scheme associated to the neutral Tannakian category

(CF (X),⊗, Tx,OX) .

This group–scheme will be denoted by πF (X, x).
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2.3 Some Properties of the F–fundamental Group Scheme First we

have the following

Proposition 2.7 If ϕ : X −→ Y is a flat surjective morphism of smooth projec-

tive varieties over a field k with ϕ∗OX = OY . Then the induced homomorphism

ϕ̂ : πF (X, x) −→ πF (Y, ϕ(x)) is faithfully flat surjection.

2.3.1 Base Change Let k′ be an algebraically closed extension of an alge-

braically closed field k of prime characteristic p. Let X be a smooth projective

k–variety, and let Xk′ denote the base change X×kSpec k′. Then there is a canon-

ical faithfully flat homomorphism πF (Xk′ , x
′) −→ πF (X, x)×kk′. In general, this

homomorphism is not an isomorphism.

2.3.2 Relation with the S–fundamental Group Scheme For a smooth

projective curve defined over k, the S–fundamental group–scheme was introduced

in [BPS06]. In [La09], this was generalized to the smooth projective varieties

defined over an algebraically closed field.

Let VectS0 (X) denote the full subcategory of the category of coherent sheaves

on X whose objects are all strongly H–semistable reflexive sheaves with c1(E) ·
Hn−1 = 0 and c2(E)·Hn−2 = 0. By [La09, Theorem 4.1], a strongly H–semistable

reflexive sheaf with c1(E) · Hn−1 = 0 and c2(E) · Hn−2 = 0 is locally free. The

category VectS0 (X) does not depend on the choice of H ([La09, Proposition 4.5]).

Fix a k–rational point x ∈ X and define the fiber functor ωx : VectS0 (X) −→
Vect(k) by sending E to its fiber E(x). Then (VectS0 (X), ⊗, ωx, OX) is a neutral

Tannakian category.

Definition 2.8 The affine k–group scheme Tannaka dual to the neutral Tan-

nakian category (VectS0 (X), ⊗, ωx, OX) is denoted by πS(X, x) and it is called

the S–fundamental group scheme of X with base point x.

The following proposition gives the relation between the S–fundamental group

scheme and the F–fundamental group scheme.

Proposition 2.9 There exists a natural faithfully flat homomorphism

πS(X, x) −→ πF (X, x).

2.3.3 Product Formula Let k be an algebraically closed field of prime
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characteristic p. Let X and Y be two smooth projective varieties over k. Fix

k–rational points x0 and y0 of X and Y respectively. Let p : X ×k Y −→ X

and q : X ×k Y −→ Y be the natural projections. Then we get a canonical

homomorphism ψ : πF (X ×k Y, x0 × y0) −→ πF (X, x0) × πF (Y, y0) of affine

group schemes.

Theorem 2.10 The canonical homomorphism ψ : πF (X ×k Y, x0 × y0) −→
πF (X, x0)× πF (Y, y0) is an isomorphism.

2.3.4 Behavior under Étale Morphism We study the bahavior of the

F–fundamental group scheme under the finite étale morphism. In this regard, we

have the following

Proposition 2.12 Let ψ : Y −→ X be a finite étale morphism of smooth projec-

tive varieties over k. Then the induced homomorphism πF (Y, y) −→ πF (X, ψ(y))

is closed immersion.

2.3.5 The Case of Finite Field Let k be a finite field. Let X be a smooth

projective variety defined over k. We will assume that X admits a k–rational

point. Fix a k–rational point x0 of X. Then there is a natural faithfully flat

homomorphism πF (X, x0) −→ πét(X, x0) which is not an isomorphism in general.

We also get a natural faithfully flat homomorphism πF (X, x0) −→ πN(X, x0).

2 Real Parabolic Vector Bundles over a Real Curve

In this part of the thesis, we study real parabolic vector bundles over a real curve.

3.1 Real Vector Bundles over a Real Curve By a real curve, we mean a

pair (X, σ), where X is a compact Riemann surface and σ is an anti-holomorphic

involution on X. Let σC : C −→ C be the conjugate map z 7→ z̄.

Proposition 3.1 A continuous involution σ : X −→ X on a Riemann surface X

is an anti-holomorphic involution if and only if for every open subset U of X, the

map σ̃ = σ̃U : OX(U) −→ OX(σ(U)) defined by f 7→ σC ◦f ◦σ is an isomorphism

of rings.

Let (X, σX) be a real curve. A real holomorphic vector bundle π : E −→ X

is a holomorphic vector bundle, together with an anti-holomorphic involution

σE of E such that π ◦ σE = σX ◦ π and for all x ∈ X, the map σE|E(x) :

E(x) −→ E(σ(x)) is C-antilinear: σE(λ · η) = λ̄ ·σE(η), for all λ ∈ C and all η ∈
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E(x). A homomorphism between two real bundles (E, σE) and (E ′, σE
′
) is a

homomorphism f : E −→ E ′ of holomorphic vector bundles over X such that

f ◦ σE = σE
′ ◦ f .

Let F be an OX-module. We define an OX-module Fσ as follows. For any

open subset U of X, Fσ(U) = F(σ(U)), and for every f ∈ OX(U) and s ∈ Fσ(U),

f · s = σ̃U(f)s. Note that (Fσ)σ = F .

Let ϕ : F −→ G be a homomorphism ofOX-modules. Define ϕσ : Fσ −→ Gσ

as follows: For every open subset U of X, ϕσU : Fσ(U) −→ Gσ(U) is defined to

be ϕσ(U). Then ϕσ is a homomorphism of OX-modules.

A real structure on an OX–module F is an OX-module homomorphism σF :

F −→ Fσ such that (σF)
σ ◦ σF = 1F . By a real OX–module, we mean a pair

(F , σF), where F is an OX–module and σF is a real structure on an OX–module

F .

3.2 Real Parabolic Vector Bundles Let (E, σE) be a real vector bundle

over a real curve (X, σX). Let S be a finite subset of X such that σX(S) = S.

By real quasi-parabolic structure on (E, σE) over S, we mean for each x ∈ S,

there is a strictly decreasing flag

E(x) = F 1E(x) ⊃ F 2E(x) ⊃ · · · ⊃ F kxE(x) ⊃ F kx+1E(x) = 0

of linear subspaces in E(x) satisfying the following property:

• σE preserve the flags, i.e., σEx (F iE(x)) = F iE(σX(x)).

A real parabolic structure on (E, σE) over S is a real quasi-parabolic struc-

ture on (E, σE) over S as above, together with a sequence of real numbers

0 ≤ αx1 < · · · < αxkx < 1, which are called weights corresponding to the sub-

spaces (F 1E(x), F 2E(x), . . . , F kxE(x)), with the following property:

• the weights over x and σX(x) are same.

Given two real parabolic bundles (E1, σ
E1) and (E2, σ

E2) over (X, σX), a real

parabolic morphism is a homomorphism ψ : (E1, σ
E1) −→ (E2, σ

E2) of real vector

bundles which respects the real parabolic structures, i.e., for each real parabolic

point x with the real parabolic structures on El at x for l = 1, 2 given by

El(x) = F 1El(x) ⊃ F 2El(x) ⊃ . . . F kxEl(x) ⊃ 0,
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0 ≤ αl1 < αl2 < . . . αlkx < 1,

we require that ψ(x) satisfies α1
i > α2

j =⇒ ψ(x)(F iE1(x)) ⊆ F j+1E2(x). An

isomorphism ψ : (E1, σ
E1) −→ (E2, σ

E2) is said to be an isomorphism of real

parabolic bundles if ψ and ψ−1 are real parabolic morphisms.

We denote by RP(X) the category whose objects are real parabolic vector

bundles on (X, σX) with parabolic structure over S, and morphisms are real

parabolic morphisms.

Equivariant real vector bundles Let (Y, σY ) be a real curve. Let G be a

finite group acting holomorphically and effectively on Y with the property that

σY (gy) = g−1σY (y) for all g ∈ G and y ∈ Y .

Definition 3.2 A G–equivariant real vector bundle on (Y, σY ) consists of the

following data: a real holomorphic vector bundle (W,σW ) on (Y, σY ), and a lift

of the natural action of G on Y to W such that

(a) the bundle projection π : W −→ Y is G-equivariant;

(b) if y ∈ Y and g ∈ G, the map Wy −→ Wg·y, given by v 7→ g · v is linear

isomorphism.

(c) the following diagram

G×W //

(inv,σW )
��

W

σW

��

G×W //W

commutes, where inv : G −→ G is an inverse map g 7→ g−1.

Let (X, σX) be a real curve, and let S ⊂ X be a non-empty finite subset of X

such that σX(S) = S. Let N ≥ 2 be an integer. We construct an N -fold cyclic

cover p : Y −→ X in the category of real curves, ramified precisely over each

point of S, and with the property that for any element g of the Galois group Γ

of p, and y ∈ Y , one has σY (gy) = g−1σY (y), where σY is the anti-holomorphic

involution on Y . Let RP(X,N) denote the full subcategory of RP(X) whose

objects are real parabolic vector bundles on (X, σX) with parabolic structure over

S, all of whose weights are integral multiples of 1/N . Let REΓ(Y ) denote the

category whose objects are all Γ–equivariant real vector bundles on (Y, σY ) and
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morphisms are morphisms of Γ–equivariant real vector bundles. The following is

the main theorem of this part of the thesis:

Theorem 3.3 There is a canonical functor Ψ : REΓ(Y ) −→ RP(X,N) which

is an equivalence of categories.
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Conventions and Notations

If C is a category, and if X and Y are objects in C, then the set of morphisms from

X into Y will be denoted by HomC(X, Y ), or by Hom(X, Y ) when no confusion

is likely to occur. If X = Y , then the set HomC(X, Y ) is denoted by EndC(X)

or End(X). Furthermore, X ∼=C Y or X ∼= Y means that X is isomorphic

to Y . If C is a category, then Cop will denote the opposite category of C, i.e.,

Ob(Cop) = Ob(C), and HomCop(X, Y ) = HomC(Y,X), for every X, Y in Cop.

We will assume that all rings are commutative unless otherwise mentioned.

For a field k, all k–algebras are assumed to be commutative unless otherwise

mentioned.

We will denote by C (respectively, R) the field of complex numbers (respec-

tively, real numbers). The ring of integers is denoted by Z, and the set of non-

negative integers is denoted by N. The open unit disc in C with centre at the

origin is denoted by D. If n is a non-negative integer, then τn : C −→ C denotes

the function t −→ tn. We denote its restriction to any subset of C also by τn.

A multi-index of length n, where n ∈ N, is an element α = (α1, . . . , αn) of Zn.

We define the weight of such a multi-index α by α̃ = α+ 1 + · · ·+ αn. We write

α ≥ 0 or α ∈ Nn if αi ≥ 0 for all i = 1, . . . , n. If α ≥ 0 and α 6= 0, we write

α > 0.





Chapter 1

Introduction

In this thesis we study two problems on vector bundles. The first problem is

to study the properties of an affine group scheme defined using Frobenius–finite

vector bundles on a pointed smooth projective variety (X, x) over a perfect field

of prime characteristic. The other problem is to study an equivariant description

of real parabolic vector bundles over a real curve.

Tannakian fundamental group schemes

In Chapter 2, we recall some basic definitions and results from the theory of

neutral Tannakian categories over a field k.

In Chapter 3, we consider Frobenius-finite vector bundles on any pointed smooth

projective variety (X, x) over a perfect field k of prime characteristic. Using

these bundles, in Section 3.4.1, we construct a neutral Tannakian category CF (X)

over k. By a well-known theorem, associated to CF (X), there is an affine group

scheme over k. This group scheme will be denoted by πF (X, x) and is called

the F–fundamental group scheme of (X, x). In Section 3.4.2, we study various

properties of the F–fundamental group scheme.

Real parabolic vector bundles over a real curve

The notion of parabolic vector bundles over a compact Riemann surface was

introduced by C. S. Seshadri [Se77] and their moduli studied in [MS80]. In

Chapter 4, we study equivariant description of real parabolic vector bundles over

a real curve.

By a real curve, we mean a pair (X, σX), where X is a compact Riemann

surface and σX is an anti-holomorphic involution on X. A real holomorphic

3
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vector bundle E −→ X is a holomorphic vector bundle, together with an anti-

holomorphic involution σE of E such that π ◦ σE = σX ◦ π and for all x ∈ X, the

map σE|E(x) : E(x) −→ E(σ(x)) is C-antilinear: σE(λ ·η) = λ̄ ·σE(η), for all λ ∈
C and all η ∈ E(x).

In Section 4.2, we define real parabolic vector bundles over a real curve. Let

(X, σX), and let S ⊂ X be a non-empty finite subset of X such that σX(S) = S.

Let N ≥ 2 be an integer. In Section 4.3, we construct an N -fold cyclic cover

p : Y −→ X in the category of real curves, ramified precisely over each point

of S, and with the property that for any element g of the Galois group Γ of p,

and y ∈ Y , one has σY (gy) = g−1σY (y). Let RP(X) be the category whose

objects are real parabolic vector bundles on (X, σX) with parabolic structure

over S, and morphisms are real parabolic morphisms. Let RP(X,N) denote

the full subcategory of RP(X) whose objects are real parabolic vector bundles

on (X, σX) with parabolic structure over S whose weights are integral multiple

of 1/N . Let REΓ(Y ) denote the category whose objects are all Γ–equivariant

real vector bundles on (Y, σY ) and morphisms are morphisms of Γ–equivariant

real vector bundles. In Section 4.4, we established an equivalence between the

category REΓ(Y ) and the category RP(X,N).

A more detailed introduction to the thesis, including precise definitions, results

and statements of the theorems, is given in the Synopsis (p. i).
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Chapter 2

Basics on Tannakian Categories

In this chapter, we recall some basic definitions and results from the theory of

Tannakian categories. It is a well-known theorem due to Saavedra that any

neutral Tannakian category over a field k is equivalent to the category of finite

dimensional representations of some affine group scheme G defined over k.

In Section 2.1, we recall some basic definitions and results about affine group

scheme defined over a field k. In Section 2.2, we recall some basic definitions

from the theory of tensor categories. In Section 2.3, we recall the definition of

neutral Tannakian category and state the main theorem of the theory of neutral

Tannakian categories (Theorem 2.3.3).

2.1 Affine Group Schemes and Hopf Algebras

In this section, we explain the correspondence between affine group schemes and

Hopf algebras. In Subsection 2.1.1, we show that a representation of an affine

group scheme corresponds to a comodule over a Hopf algebra. Results and proofs

in this section are mainly from [Wa79].

Let k be a field. Let Algk denote the category of k–algebras, and let Grp

denote the category of groups.

Definition 2.1.1 We say that a functor G from the category Algk to the cate-

gory Grp is an affine group scheme over k if it is representable by some k–algebra

A. We call A the coordinate ring of G, and denote it by k[G].

Remark 2.1.2 In general a group scheme over k can be defined as a group ob-

ject in the category of k–schemes, i.e. a k–scheme G together with k–morphisms

7
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m : G × G −→ G (multiplication), e : Spec(k) −→ G (unit) and i : G −→ G

(inverse) subject to the usual group axioms. These morphisms induce a group

structure on the set G(S) := Homk(S,G) of k–morphisms into G for each k–

scheme S. Therefore, the contravariant functor S 7→ Homk(S,G) on the cat-

egory of k–schemes represented by G is in fact group-valued. Restricting it

to the full subcategory of affine k–schemes we obtain a contravariant functor

Spec(R) 7→ Homk(Spec(R), G). Since the contravariant functor R 7→ Spec(R)

induces an isomorphism of the category of affine schemes with the opposite cat-

egory of commutative rings with unit, it follows that when G = Spec(A) is itself

affine, then this is none but the above functor.

Let G be an affine group scheme over k. The coordinate ring k[G] of an affine

group scheme G carries additional structure coming from the group operations.

To see this, note first that the functor G×G given by

R 7→ G(R)×G(R)

is representable by the tensor product A⊗kA in view of the functorial isomorphism

HomAlgk(k[G], R)× HomAlgk(k[G], R)
∼−→ HomAlgk(k[G]⊗k k[G], R)

induced by (ϕ, ψ) 7→ ϕ⊗ψ (the inverse map is given by λ 7→ (a 7→ λ(a⊗ 1), a 7→
λ(1⊗ a))), and the functor

R 7→ {1}

is representable by k. Therefore, by the Yoneda Lemma, the morphism of functors

m : G×G −→ G,

given by multiplication is induced by a k–algebra homomorphism

∆ : k[G] −→ k[G]⊗k k[G] .

Similarly, morphism of functors

e : {1} −→ G
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given by the identity element is induced by a k–algebra homomorphism

ε : k[G] −→ k,

and the morphism of functors

i : G −→ G

is induced by a k–algebra homomorphism

S : k[G] −→ k[G] .

The homomorphisms ∆, ε and S are called the comultiplication, counit, and

coinverse (or antipode), of k[G], respectively. The following diagrams commute:

G×G×G 1×m
//

m×1

��

G×G

m

��

G×G m
// G

k[G]⊗k k[G]⊗k k[G] k[G]⊗k k[G]
1⊗∆

oo

k[G]⊗k k[G]

∆⊗1

OO

k[G]

∆

OO

∆
oo

G
e×1

//

1×e

��

'

$$H
HHHHHHHHHHHHHHHH G×G

m

��

G×G m
// G

k[G] k[G]⊗k k[G]
1⊗ε

oo

k[G]⊗k k[G]

ε⊗1

OO

k[G]

∆

OO

∆
oo

'

ffNNNNNNNNNNNNNNNNNNNN

G
e×i

//

i×e

��

c

$$H
HHHHHHHHHHHHHHHH G×G

m

��

G×G m
// G

k[G] k[G]⊗k k[G]
m′◦(1⊗S)

oo

k[G]⊗k k[G]

m′◦(S⊗1)

OO

k[G]

∆

OO

∆
oo

γ

ffNNNNNNNNNNNNNNNNNNNN

In the last two diagrams c is the constant map G −→ {1}, γ the composite

k[G] −→ k −→ k[G] and m′ ; k[G]⊗k k[G] −→ k[G] the algebra multiplication.

The above diagrams indicate the translation of the associativity, unit and

inverse axioms for groups on the lef-hand side to the corresponding compatibility

conditions on k[G] on the right-hand side. They are called the coassociativity,
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counit and antipode (or coinverse) axioms, respectively.

Definition 2.1.3 A k–algebra (not necessarily commutative) equipped with the

k–algebra maps ∆, ε and S above and satisfying the coassociativity, counit and

coinverse axioms is called Hopf algebra.

Hopf algebras associated with affine group schemes are always commutative.

Remark 2.1.4 In calculations, it is often useful to write down the Hopf algebra

axioms explicitly for concrete elements. For instance, if we write

∆(a) =
∑

ai ⊗ bi

for the comultiplication map, then the counit axiom says that

a =
∑

ε(ai)bi =
∑

aiε(bi)

and the antipode axiom says that

ε(a) =
∑

S(ai)bi =
∑

aiS(bi).

Proposition 2.1.5 The functor A 7→ Spec(A) defines an anti-equivalence be-

tween the category of commutative Hopf algebras over k and the category of affine

group scheme over k.

Example 2.1.1 The functor R 7→ Ga(R) mapping a k–algebra R to its under-

lying additive group R+ is an affine group scheme with coordinate ring k[x], in

view of the functorial isomorphism R+ ∼= Homk(k[x], R). The comultiplication

map on k[x] is given by ∆(x) = 1⊗ x+ x⊗ 1, the counit is the zero map and the

antipode is induced by x 7→ −x.

Example 2.1.2 The functor R 7→ Gm(R) mapping a k–algebra R to the group

R× of invertible elements is an affine group scheme with coordinate ring k[x, x−1],

because an invertible element in R corresponds to a k–algebra homomorphism

k[x, x−1] −→ R. The comultiplication map on k[x, x−1] is given by ∆(x) = x⊗x,

the counit sends x to 1 and the antipode is induced by x 7→ x−1.

Example 2.1.3 More generally, the functor that maps a k–algebra R to the

group GLn(R) of invertible matrices with entries in R is an affine group scheme.
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To find its co-ordinate ring A, notice that an n×n matrix M over R is invertible if

and only if detM is invertible in R. This allows us to recover A as the quotient of

the polynomial ring in n2 +1 variables k[x11, . . . , xnn, x] by the ideal generated by

det(xij)x− 1. The isomorphism GLn(R) ∼= HomAlgk(A,R) is induced by sending

a matrix M = (mij) to the homomorphism given by xij 7→ mij, x 7→ det(mij)
−1.

The comultiplication is induced by xij 7→
∑

k xik ⊗ xkj, the counit sends xij to

δij (Kronecker delta), and the antipode comes from the formula for the inverse

matrix.

Definition 2.1.6 Let A be a finite dimensional k–algebra. We say that A is

separable if A⊗ k̄ is reduced.

Recall that if k is perfect field, then a finite k–algebra A is separable if and only

if A is reduced.

Definition 2.1.7 Let G be an affine group scheme defined over a field k. We

say that G is finite if k[G] is a finitely generated k–module.

Definition 2.1.8 A finite group scheme G over k is called étale if k[G] is sepa-

rable k–algebra.

The proof of the following result can be found in [Wa79, p. 86-87].

Theorem 2.1.9 All finite group schemes in characteristic zero are étale.

Example 2.1.4 Let Γ be a finite group. Let A denote the k–algebra kΓ of

functions from Γ to k. Then A is a product of copies of k indexed by the elements

of Γ. More precisely, let eσ be the function that is 1 on σ and 0 on the remaining

elements of Γ. The eσ’s are a complete system of orthogonal idempotents for A:

e2
σ = eσ, eσeτ = 0 for σ 6= τ,

∑
eσ = 1.

The maps

∆(eρ) =
∑
ρ=στ

(eσ ⊗ eτ ), ε(eσ) =

{
1 ifσ = 1

0 otherwise
S(eσ) = eσ−1 .

define a Hopf-algebra structure on A. Let (Γ)k be the associated affine group

scheme, so that

(Γ)k(R) = HomAlgk(A,R).
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If R has no idempotents other than 0 or 1, then a k–algebra homomorphism

A −→ R must send one eσ to 1 and the remainder to 0; therefore, (Γ)k(R) ' Γ,

and it is easy to check that the group structure provided by the maps ∆, ε, S is

the given one. For this reason, (Γ)k is called the constant group scheme defined

by Γ.

Remark 2.1.10 Let G be a finite étale group scheme over k. Let ks denote the

separable closure of k. By [Wa79, Theorem 6.4, p. 49], the category of finite

étale k–group schemes is equivalent to the category of finite groups Γ carrying

a continuous Gal(ks/k)–action. In this equivalence, the constant group scheme

(Γ)k corresponds to Γ with trivial Galois action. A finite group scheme G is étale

if and only if G×k ks is constant group scheme.

By ignoring the k–algebra structure on a Hopf algebra, we obtain the following

more general notion.

Definition 2.1.11 A coalgebra C over k is a k–vector space equipped with a

comultiplication ∆ : C −→ C ⊗k C and a counit ε : C −→ k subject to the

coassociativity and counit axioms.

In this definition, the map ∆ and ε are assumed to be only k–linear maps. Coal-

gebra over k forms a category: morphisms are defined to be k–linear maps com-

patible with the k–coalgebra structure.

We now define right comodules over a coalgebra by dualizing the notion of

left modules over a k–algebra B. Note that to give a unitary left B–module is to

give a k–vector space V together with a k–linear multiplication l : B⊗k V −→ V

so that the following diagrams commute:

B ⊗k B ⊗k V
1⊗l

//

m′⊗1

��

B ⊗k V

l

��

B ⊗k V l
// V

k ⊗k V
i⊗1

//

'
''OOOOOOOOOOOOO B ⊗k V
l
��

V

where i : k −→ B is the natural map sending 1 to the unit element of B.

Definition 2.1.12 Let C be a coalgebra over a field k. A right C–comodule is

a k–vector space V together with a k–linear map ρ : V −→ V ⊗k C such that



§2.1. Affine Group Schemes and Hopf Algebras 13

the diagrams

V
ρ

//

ρ

��

V ⊗k C

1⊗∆

��

V ⊗k C ρ⊗1
// V ⊗k C ⊗k C

V
ρ
//

'
&&MMMMMMMMMMMM V ⊗k C

1⊗ε
��

V ⊗k k

(2.1)

Remark 2.1.13 We can write out the comodule axioms explicitly on elements as

follows. Assume ρ is given by ρ(v) =
∑
vi⊗ai, ρ(vi) =

∑
vij⊗cj and furthermore

∆(ai) =
∑
aik⊗ bk. Here v, vi, vij are in V and the other elements lie in C. Then

the commutativity of the first diagram is described by the equality∑
i,k

vi ⊗ aik ⊗ bk =
∑
i,j

vij ⊗ cj ⊗ ai. (2.2)

The second diagram reads ∑
i

ε(ai)vi = v. (2.3)

Definition 2.1.14 A subcoalgebra of a coalgebra C is defined as a k–subspace

B ⊂ C with the property that ∆(B) ⊂ B⊗kB. The restrictions of ∆ and ε then

turn B into a coalgebra over k. One defines a subcomodule of an C–comodule V

as a k–subspace W ⊂ V with the property that ρ(W ) ⊂ W ⊗k C.

A subcoalgebra B ⊂ C is also naturally a subcomodule of C considered as a

right comodule over itself. Subcomodules and subcoalgebras enjoy the following

basic finiteness property.

Proposition 2.1.15 Let C be a k–coalgebra and (V, ρ) a comodule over C. Any

finite subset of V is contained in a subcomodule of V having finite dimension over

k. In particular, any finite subset of C is contained in a subcoalgebra of C having

finite dimension over k.

Proof. Let {ai} be a basis for C over k. If v is in the finite subset, write

ρ(v) =
∑
i

vi ⊗ ai (finite sum). (2.4)

The k–space generated by the v and vi is a subcomodule of V . For, from the
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(2.4) we have

(ρ⊗ idA)(ρ(v)) =
∑
i

ρ(vi)⊗ ai.

On the other hand, by the first comodule axiom, we have

(ρ⊗ idA)(ρ(v)) =
∑
i

vi ⊗∆(ai).

Writing ∆(ai) =
∑

j,k λijk(aj ⊗ ak), we obtain∑
k

ρ(vk)⊗ ak =
∑
i

vi ⊗
∑
j,k

λijk(aj ⊗ ak).

Since {ai} is a basis for C over k, it follows that

ρ(vk) =
∑
i

vi ⊗
∑
j,k

λijkaj

for all k. This proves that k–space generated by the v and vi is a subcomodule

of V . Note that by the k–linearity of ρ : V −→ V ⊗k C, k–linear span of finitely

many subcomodules of V is again a subcomodule. 2

Corollary 2.1.16 Any comodule (V, ρ) over C is direct limit of its finite dimen-

sional subcomodules.

2.1.1 Representations and Comodules

Let G be an affine group scheme over k, and let V be a vector space over k (not

necessarily finite dimensional).

Definition 2.1.17 A linear representation ofG on V is a natural homomorphism

Φ : G(R) −→ AutR(V ⊗k R).

In other words, for each k–algebra R, we have an action

G(R)× (V ⊗k R) −→ (V ⊗k R)
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of G(R) on (V ⊗k R) in which each g ∈ G(R) acts R–linearly, and for each

homomorphism of k–algebra R −→ S, the following diagram

G(R)× (V ⊗k R) //

��

(V ⊗k R)

��

G(S)× (V ⊗k S) // (V ⊗k S)

commutes.

Let Φ be a linear representation of G on V . Given a homomorphism α :

R −→ S and an element g ∈ G(R) mapping to h in G(S), we get a diagram:

V ⊗k R
Φ(g)

//

1⊗α

��

V ⊗k R

1⊗α

��

V ⊗k S Φ(h)
// V ⊗k S

Now let g ∈ G(R) = Homk(A,R). Then g : A −→ R sends the “universal”

element 1A ∈ G(A) = Homk(A,A) to g, and so the picture becomes the bottom

part of the following diagram:

V = V ⊗k k
ρ:=Φ(1A)|V⊗kk

%%LLLLLLLLLLLLLLLLL

��

V ⊗k A
Φ(1A)

A−linear
//

1⊗g

��

V ⊗k A

1⊗g

��

V ⊗k R
Φ(g)

R−linear
// V ⊗k R

In particular, we see that Φ defines a k–linear map ρ := Φ(1A)|V : V −→ V ⊗kA.

Moreover, it is clear from the diagram that ρ determines Φ, because Φ(1A) is

the unique A–linear extension of ρ to V ⊗k A, and Φ(g) is the unique R–linear

extension of Φ(1A) to V ⊗k R.
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Conversely, suppose we have a k–linear map ρ : V −→ V ⊗k A. Then the

diagram shows that we get a natural map

Φ : G(R) −→ AutR(V ⊗k R),

namely, given g : A −→ R, Φ(g) is the unique R–linear map making the following

diagram

V
ρ

//

��

V ⊗k A

1⊗g

��

V ⊗k R Φ(g)
// V ⊗k R

commute.

These maps will be homomorphisms if and only if the following diagram com-

mutes:

V
ρ

//

ρ

��

V ⊗k A

1⊗∆

��

V ⊗k A ρ⊗1
// V ⊗k A⊗k A

V
ρ
//

'
&&MMMMMMMMMMMM V ⊗k A

1⊗ε
��

V ⊗k k

(2.5)

For, we must have Φ(1G(R)) = 1V⊗kR. By definition, 1G(R) = (A
ε−→ k −→ R) as

an element of Homk(A,R), and so the following diagram must commute:

V
ρ

k−linear
//

��

V ⊗k A

1⊗ε

��

V ⊗k k //

��

V ⊗k k

��

V ⊗k R 1V⊗kR
// V ⊗k R

This means that the upper part of the diagram must commute with the map

V ⊗k k −→ V ⊗k k being the identity map, which is the second of the diagrams

(2.5).

Similarly, the first diagram in (2.5) commutes if and only if the formula

Φ(gh) = Φ(g) ◦ Φ(h) holds.
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For, by definition, gh is the composition

A
∆−→ A⊗k A

(g,h)−→ R

and so Φ(gh) is the extension of

V
ρ

// V ⊗k A
1⊗∆

// V ⊗k A⊗k A
1⊗(g,h)

// V ⊗k R (2.6)

to V ⊗k R.

On the other hand, Φ(g) ◦ Φ(h) is given by

V
ρ

// V ⊗k A
1⊗h

// V ⊗k R
ρ⊗1

// V ⊗k A⊗k R
1⊗(g,1)

// V ⊗k R (2.7)

which is equal to

V
ρ

// V ⊗k A
ρ⊗1A // V ⊗k A⊗k A

1⊗(g,h)
// V ⊗k R (2.8)

Now (2.6) and (2.8) agree for all g, h if and only if the first diagram in (2.5)

commutes. Therefore, we have

Proposition 2.1.18 Let G be an affine group scheme over k with corresponding

Hopf algebra A, and let V be a k–vector space. To give a linear representation of

G on V is canonically equivalent to giving an A–comodule structure on V .

Example 2.1.5 For any Hopf algebra A over k, the map ∆ : A −→ A ⊗k A is

a comodule structure on A. The corresponding representation of A is called the

regular representation.

Remark 2.1.19 1. An element g of G(R) = Homk(A,R) acts on v ∈ V ⊗k R
according to the rule:

g · v = ((1V , g) ◦ ρ)(v)

2. Recall that a k–subspace W of an A–comodule V is a subcomodule if

ρ(W ) ⊂ W ⊗k A. Then, W itself is an A–comodule, and the linear repre-

sentation of G on W defined by this comodule structure is the restriction

of that on V .
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2.2 Tensor Categories

We begin this section from the definition of tensor category. In Subsections

2.2.2, 2.2.4, 2.2.5 we recall definitions of invertible objects, tensor functors and

morphisms of tensor functors. The main reference for this section is [DM82] (see

also [Sa72], [Sz09]).

2.2.1 Tensor Categories and Tensor Functors

Let C be a category and ⊗ : C × C −→ C a functor. An associativity constraint

for (C,⊗) is an isomorphism Φ of functors from C × C × C to C given on a triple

(X, Y, Z) of objects by

ΦX,Y,Z : (X ⊗ Y )⊗ Z ∼−→ X ⊗ (Y ⊗ Z)

such that the diagram

(X ⊗ (Y ⊗ Z))⊗W

Φ

��

Φ⊗1
// ((X ⊗ Y )⊗ Z)⊗W

Φ

��

X ⊗ ((Y ⊗ Z)⊗W )

1⊗Φ

((QQQQQQQQQQQQQQQQQQQQQQ
(X ⊗ Y )⊗ (Z ⊗W )

Φ

vvmmmmmmmmmmmmmmmmmmmmmm

X ⊗ (Y ⊗ (Z ⊗W ))

commutes for each four-tuple (X, Y, Z,W ) of objects in C. The commutativity of

the above diagram is usually referred to as the pentagon axiom.

A commutativity constraint for (C,⊗) is an isomorphism Ψ of functors from

C × C to C given on a pair (X, Y ) of objects by

ΨX,Y : X ⊗ Y ∼−→ Y ⊗X

such that ΨX,Y ◦ΨY,X = 1X⊗Y for all objects X, Y .

An associativity constraint Φ and a commutativity constraint Ψ are compat-
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ible if, for all objects X, Y, Z, the diagram

X ⊗ (Y ⊗ Z)

1⊗Ψ

yysssssssssssssssss

Φ

%%KKKKKKKKKKKKKKKKK

X ⊗ (Z ⊗ Y )

Φ

��

(X ⊗ Y )⊗ Z

Ψ

��

(X ⊗ Z)⊗ Y

Ψ⊗1

%%KKKKKKKKKKKKKKKKK
Z ⊗ (X ⊗ Y )

Φ

yysssssssssssssssss

(Z ⊗X)⊗ Y

commutes. This compatibility is called the hexagon axiom.

A pair (1, ι) consisting of an object 1 of C and an isomorphism ι : 1 −→ 1⊗1
is an identity object of (C,⊗) if the functor C −→ C given by X 7→ 1 ⊗X is an

equivalence of categories.

Proposition 2.2.1 Let (1, ι) be an identity object for (C,⊗). Then

(1) there exists a unique functorial isomorphism

lX : X −→ 1⊗X

such that l1 is ι and the diagrams

X ⊗ Y l // 1⊗ (X ⊗ Y )

Φ
��

X ⊗ Y
l⊗1

// (1⊗X)⊗ Y

X ⊗ Y l⊗1
//

1⊗l
��

(1⊗X)⊗ Y
Ψ⊗1
��

X ⊗ (1⊗ Y )
Φ

// (X ⊗ 1)⊗ Y

are commutative.

(2) if (1′, ι′) is an another identity object of (C,⊗) then there is a unique iso-
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morphism a : 1
≈−→ 1′ making the following diagram

1
ι //

a

��

1⊗ 1

a⊗a

��

1′
ι′ // 1′ ⊗ 1′

commute.

Proof.

(1) Since X 7→ 1⊗X is an equivalence of categories, to define lX , it suffices to

define 1⊗ lX : 1⊗X −→ 1⊗ (1⊗X); this we take to be

1⊗X ι⊗1−→ (1⊗ 1)⊗X Φ−→ 1⊗ (1⊗X).

(2) The map

1
l1−→ 1′ ⊗ 1

Ψ−→ 1⊗ 1′
l−1
1′−→ 1′

has the required properties.

2

Remark 2.2.2 The functorial isomorphism rX
:

= Ψ1,X ◦ lX : X −→ X ⊗ 1 has

analogous properties to lX .

Definition 2.2.3 A tensor category is a system (C,⊗,Φ,Ψ), where C is a cate-

gory, Φ is an associativity constraint satisfying the pentagon axiom, and Ψ is a

commutativity constraint compatible with Φ, together with an identity element

(1, ι).

2.2.2 Invertible objects

Let (C,⊗) be a tensor category. An object L of C is invertible if the functor

X −→ L⊗X : C −→ C is an equivalence of categories.

Thus, if L is invertible, there exists an L′ such that L⊗ L′ ' 1; the converse

assertion is also true. An inverse of L is a pair (L−1, δ), where δ : L⊗L−1 '−→ 1.

Note that this definition is symmetric: (L, δ) is an inverse of L−1. If (L1, δ1) and
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(L2, δ2) are both inverse of L, then there exists a unique isomorphism α : L1 −→
L2 such that

δ1 = δ2 ◦ (1⊗ α) : L⊗ L1 −→ L⊗ L2 −→ 1.

2.2.3 Internal Hom

Let (C,⊗) be a tensor category. If the functor T 7→ Hom(T ⊗X, Y ) : C0 −→ Set

is representable, then we denote by Hom(X, Y ) the representing object and by

evX,Y : Hom(X, Y )⊗X −→ Y the morphism corresponding to 1Hom(X,Y ).

Thus, to any element g ∈ Hom(T⊗X, Y ) corresponds a unique f ∈ Hom(T,Hom(X, Y ))

such that ev ◦ (f ⊗ id) = g;

T

��

Hom(X, Y )

T ⊗X
f⊗id

��

g

((PPPPPPPPPPPPPPPPP

Hom(X, Y )⊗X
id

// Y

(2.9)

Note that Hom(1, Y ) = Y and

Hom(1,Hom(X, Y )) = Hom(1⊗X, Y ) = Hom(X, Y ) (2.10)

The dual X∨ of an object X is defined to be Hom(X,1). Therefore, there is

a map evX : X∨ ⊗X −→ 1 inducing a functorial isomorphism

Hom(T,X∨)
'−→ Hom(T ⊗X,1) (2.11)

Remark 2.2.4 The dual of an object X is an object X∨ together with the mor-

phisms ε : X∨ ⊗ X −→ 1 and δ : 1 −→ X ⊗ X∨ such that the following

diagrams

X
∼= //

∼=
��

X ⊗ 1

1⊗X
δ⊗1

// X ⊗X∨ ⊗X

1⊗ε

OO X∨
∼= //

∼=
��

1⊗X∨

X∨ ⊗ 1
1⊗δ

// X∨ ⊗X ⊗X∨
ε⊗1

OO

(2.12)

commutes.

A dual of an object X is uniquely determined up to isomorphism. If we fix

one of the maps ε or δ, then this isomorphism is unique.
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To verify this, fix X and ε. It then suffices to show that X∨ represents the

contravariant functor Z 7→ Hom(X ⊗Z,1), that is, it suffices to give a functorial

bijection

Hom(X ⊗ Z,1) −→ Hom(Z,X∨) .

Let ϕ ∈ Hom(X ⊗ Z,1). Define νϕ : Z −→ X∨ to be the composite

Z
' // 1⊗ Z δ⊗1

// (X∨ ⊗X)⊗ Z
1X∨⊗ϕ // X∨ ⊗ 1

' // X∨ .

Then the map ϕ 7→ νϕ is the required bijection. Its inverse is given by ν 7→ ϕν ,

where ϕν is the composite

X ⊗ Z 1X⊗ν−→ X ⊗X∨ ε−→ 1 .

Let iX : X −→ X∨∨ be the map corresponding in (2.11) to evX ◦ Ψ :

X ⊗X∨ −→ 1. If iX is an isomorphism, then X is said to be reflexive. If X has

an inverse (X−1, δ : X−1 ⊗ X
∼=−→ 1), then X is reflexive and δ determines an

isomorphism X−1
∼=−→ X∨ as in (2.9).

For any pair (Xi)i∈X and (Yi)i∈X of finite families of objects, there is a mor-

phism

⊗i∈I Hom(Xi, Yi) −→ Hom(⊗i∈IXi,⊗i∈IYi) (2.13)

corresponding to(
⊗i∈I Hom(Xi, Yi)

)
⊗
(
⊗i∈I Xi

)
'−→ ⊗i∈I

(
Hom(Xi, Yi)⊗Xi

)
ev−→ ⊗i∈IYi

in (2.9).

In particular, there are morphisms

⊗i∈I X∨i −→
(
⊗i∈I Xi

)∨
(2.14)

and

X∨ ⊗ Y −→ Hom(X, Y ) (2.15)

obtained from (2.13).

Definition 2.2.5 A tensor category (C,⊗) is rigid if Hom(X, Y ) exists for all

objects X and Y , the maps (2.13) are isomorphism for all finite families of objects,



§2.2. Tensor Categories 23

and all objects of C are reflexive.

If (C,⊗) is a rigid tensor category, then the map X 7→ X∨ can be made

into a contravariant functor: to f : X −→ Y , we associate the unique map
tf : Y ∨ −→ X∨ defined as the composite

Y ∨
' // Y ∨ ⊗ 1

1⊗δ
// Y ∨ ⊗X ⊗X∨

1⊗f⊗1
// Y ∨ ⊗ Y ⊗X∨ ε⊗1

// 1⊗X∨ ' // X∨

such that the diagram

Y ∨ ⊗X
tf⊗1

//

1⊗f
��

X∨ ⊗X
evX
��

Y ∨ ⊗ Y evY
// 1

commutes.

The map f 7→ tf induces a bijection

Hom(X, Y ) −→ Hom(Y ∨, X∨).

Remark 2.2.6 Recall that there is an isomorphism

Hom(X, Y )
'−→ Hom(Y ∨, X∨) ; f 7→ tf.

There is also a canonical isomorphism

Hom(X, Y )
'−→ Hom(Y ∨, X∨)

namely

Hom(X, Y ) 2.15
'
// X∨ ⊗ Y ' // X∨ ⊗ Y ∨∨ ' // Y ∨∨ ⊗X∨ 2.15

'
// Hom(Y ∨, X∨).

More generally, for a rigid tensor category (C,⊗), the functor

Cop −→ C; X 7→ X∨, f 7→ tf

is an equivalence of categories as its composite with itself is isomorphic to the

identity functor. It is even an equivalence of tensor categories in the sense of

2.2.10. Note that Cop has an obvious tensor structure for which ⊗Xop
i = (⊗Xi)

op.
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2.2.4 Tensor Functors

Let (C,⊗) and (C ′,⊗′) be tensor categories.

Definition 2.2.7 A tensor functor (C,⊗) −→ (C ′,⊗′) is a functor F : C −→ C ′

together with an isomorphism c of functors from C × C −→ C ′ given on a pair

(X, Y ) of objects of C by a morphism

cX,Y : F (X)⊗′ F (Y )
'−→ F (X ⊗ Y )

with the following properties:

(a) for a triple (X, Y, Z) of objects of C, the diagram

F (X)⊗′ (F (Y )⊗′ F (Z))
1⊗′c

//

Φ′

��

F (X)⊗′ F (Y ⊗ Z) c // F (X ⊗ (Y ⊗ Z))

F (Φ)

��

(F (X)⊗′ F (Y ))⊗′ F (Z)
c⊗′1

// F (X ⊗ Y )⊗′ F (Z) c
// F ((X ⊗ Y )⊗ Z)

is commutative;

(b) for a pair (X, Y ) of objects of C, the diagram

F (X)⊗′ F (Y ) c //

Ψ′

��

F (X ⊗ Y )

F (Ψ)

��

F (Y )⊗′ F (X) c
// F (Y ⊗X)

is commutative;

(c) if (U, u) is an identity object of C, then (F (U), F (u)) is an identity object

of C ′.

The conditions (a), (b), (c) imply that for any finite family (Xi)i∈I of objects

of C, c gives rise to a well-defined isomorphism

c : ⊗′i∈IF (Xi)
'−→ F

(
⊗i∈I Xi

)
.
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In particular, (F, c) maps invertible objects to invertible objects. Also, the mor-

phism

F (ev) : F (Hom(X, Y )⊗ F (X)) −→ F (Y )

gives rise to morphisms

FX,Y : F (Hom(X, Y )) −→ Hom(F (X), F (Y ))

and

FX : F (X∨) −→ F (X)∨.

Proposition 2.2.8 Let (F, c) : C −→ C ′ be a tensor functor. If C and C ′ are

rigid, then FX,Y : F (Hom(X, Y )) −→ Hom(F (X), F (Y )) is an isomorphism for

all pairs (X, Y ) of objects of C.

Proof. It suffices to show that F preserves duality, but this is obvious from the

following characterization of the dual of an object X in C:

The dual of an object X in C is a pair (X, Y ⊗ X
ev−→ 1), for which there

exists a morphism δ : 1 −→ X ⊗ Y such that

X = 1⊗X δ⊗1−→ (X ⊗ Y )⊗X = X ⊗ (Y ⊗X)
1⊗ev−→ X,

and the same map with X and Y interchanged, are identity maps. 2

2.2.5 Morphisms of Tensor Functors

Definition 2.2.9 Let (F, c) and (G, d) be tensor functor from C to C ′; a mor-

phism of tensor functors (F, c) −→ (G, d) is a morphism of functors λ : F −→ G

such that, for all finite families (Xi)i∈I of objects in C, the diagram

⊗i∈IF (Xi)
c //

⊗λXi
��

F
(
⊗i∈I Xi

)
λ
��

⊗i∈IG(Xi) d
// G
(
⊗i∈I Xi

)
(2.16)
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Note that it is enough to require that the above diagram commutes for I = {1, 2}.
For I the empty set, (2.16) becomes,

1′
' // F (1)

λ1
��

1′ '
// G(1)

(2.17)

in which the horizontal maps are the unique isomorphisms compatible with the

structure of 1′, F (1) and G(1) as identity objects of C ′. In particular, when

diagram (2.17) commutes, the morphism λ1 is an isomorphism.

We write Hom⊗(F, F ′) for the set of morphisms of tensor functors from (F, c)

to (F ′, c′).

Definition 2.2.10 A tensor functor (F, c) : C −→ C ′ is a tensor equivalence (or

an equivalence of tensor categories) if F : C −→ C ′ is an equivalence of categories.

The above definition is justified by the following proposition.

Proposition 2.2.11 Let (F, c) : C −→ C ′ be a tensor equivalence; then there is

a tensor functor (F ′, c′) : C ′ −→ C and an isomorphism of functors F ′◦F '−→ 1C

and F ◦ F ′ '−→ 1C′, commuting with tensor product (i.e., isomorphism of tensor

functors).

Proof. See [Sa72, I4.4]. 2

Proposition 2.2.12 Let (F, c) and (G, d) be tensor functors from C to C ′. If

C and C ′ are rigid, then any morphism of tensor functors λ : F −→ G is an

isomorphism.

Proof. The morphism µ : G −→ F , making the diagrams

F (X∨)
λX∨ //

'

��

G(X∨)

'

��

F (X)∨
tµX

// G(X)∨

commutative for all X ∈ Obj(C), is an inverse for λ. 2
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Remark 2.2.13 For any field k and k–algebra R, there is a canonical tensor

functor

ΦR : Vect(k) −→ModfgR,

defined by V 7→ V ⊗k R, where ModfgR is the category of finitely generated

R–modules. If (F, c) is a tensor functor C −→ Vect(k), then we can define

set-valued functors End⊗(F ) on the category of k–algebras by

End⊗(F )(R) = Hom⊗(ΦR ◦ F,ΦR ◦ F ) (2.18)

Thus, we get a functor End⊗(F ) : Algk −→ Set.

Tensor Subcategories

Definition 2.2.14 Let C ′ be a strictly full subcategory of a tensor category C.
We say C ′ is a tensor subcategory of C if it is closed under finite tensor products

(equivalently, if it contains an identity object of C and if X1 ⊗ X2 ∈ Ob(C ′)
whenever X1, X2 ∈ Ob(C ′)).

A tensor subcategory of a rigid tensor category is said to be a rigid tensor

subcategory if it contains X∨ whenever it contains X.

A tensor subcategory of a tensor category becomes a tensor category under the

induced tensor structure. Similarly, a rigid tensor subcategory of a rigid tensor

category becomes a rigid tensor category.

Abelian Tensor Categories

Definition 2.2.15 An additive (resp. abelian) tensor category is a tensor cat-

egory (C,⊗) such that C is an additive (resp. abelian) category and ⊗ is a

bi-additive functor.

When (C,⊗) is an abelian, then we say that a family X = (Xi)i∈I of objects

of C is a tensor generating family for C if every object of C is isomorphic to a sub-

quotient of P
(
(Xi)i∈I

)
for some P ∈ Z[Ti]i∈I with non-negative coefficients. Note

that for every polynomial P ∈ Z[Ti]i∈I , there exists a finite subset {i1, . . . , in} of

I such that

P =
∑
α∈Nn

aαT
α1
i1
· · ·Tαnin ,
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where aα ∈ Z and aα = 0 for all but finitely many α. If P ∈ Z[Ti]i∈I is a

polynomial with non-negative integral coefficients, then

P
(
(Xi)i∈I

)
=
⊕
α∈Nn

(
X⊗α1
i1
⊗ · · · ⊗X⊗αnin

)⊕aα
.

2.3 Neutral Tannakian Categories

In this section, we recall the definition of neutral Tannakian category and state

the main theorem due to Saavedra. Let k be a field, and let Vect(k) be the

category of finite dimensional vector spaces over k.

Definition 2.3.1 A category C is said to be k–linear if the set of morphisms

between two arbitrary objects of C is a k–vector space and for objects X, Y and

Z in C, the composite map

HomC(X, Y )× HomC(Y, Z) −→ HomC(X,Z)

is k–bilinear with respect to the k–vector space structures on the Hom-sets in-

volved.

Definition 2.3.2 A neutral Tannakian category over k is a rigid k–linear abelian

tensor category C equipped with an exact faithful k–linear tensor functor ω :

C −→ Vect(k) into the category of finite dimensional k–vector spaces. The

functor ω is called a neutral fibre functor.

Let Aut⊗(ω) be the group-valued functor defined on the category of k–

algebras by sending R to the set of R–linear tensor functor isomorphisms. By

Proposition 2.2.12, the natural morphism Aut⊗(ω) −→ End⊗(ω) of functors is

an isomorphism (see, Remark 2.2.13).

Given an affine group scheme G, the category Repk(G) of finite dimensional

representations of G with its usual tensor structure and the forgetful functor

ωG : Repk(G) −→ Vect(k) as fibre functor is a neutral Tannakian category.

Conversely, we have:

Theorem 2.3.3 Let (C,⊗,1, ω) be a neutral Tannakian category over k. Then

(a) the functor G = Aut⊗(ω) of k–algebras is an affine group scheme;
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(b) there is an equivalence ω′ : C −→ Repk(G) of tensor categories such that

the following diagram

C ω′ //

ω
%%LLLLLLLLLLLLL Repk(G)

ωG
��

Vect(k)

commutes.

The affine group scheme determined by the Theorem 2.3.3 is called the Tan-

nakian fundamental group scheme of (C,⊗,1, ω).

Proposition 2.3.4 Let f : G −→ G′ be a homomorphism of affine group

schemes and ωf : Repk(G
′) −→ Repk(G) the corresponding tensor functor.

(1) The homomorphism f is faithfully flat if and only if ωf is fully faithful and

every subobject of ωf (X ′) (X ′ ∈ Repk(G
′)) is isomorphic to the image of a

subobject of X ′.

(2) The homomorphism f is closed immersion if and only if every object of

Repk(G) is isomorphic to a subquotient of ωf (X ′) for some X ′ ∈ Repk(G
′).





Chapter 3

Tannakian Fundamental Group

Schemes

In this chapter we consider Frobenius–finite vector bundles on an arbitrary pointed

smooth projective variety (X, x) over a perfect field k of prime characteristic (see

Section 3.4), and study some properties of the corresponding affine group scheme,

which we called the F–fundamental group scheme of X with base point x over k

(see Section 3.4.2).

3.1 Some Preliminaries

In this section we recall the definition of the Frobenius morphism, and the no-

tions of semistability and strong semistability. In Subsection 3.1.3, we recall the

definition of principal bundles and its functorial version. We also recall some

basic results about finite étale morphisms.

3.1.1 Frobenius and Étale Morphisms

Let k be a field of prime characteristic p. For any k-scheme Y , the absolute

Frobenius morphism FY : Y −→ Y is defined as follows: FY is the identity

map on the topological space of X, and F ]
Y : OY −→ OY by the pth power

map f 7→ fp. For any morphism f : Y −→ X of schemes over k, we have a

31
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commutative diagram

Y
FY //

f

��

Y

f

��

X
FX

// X

Let Y (p) denote the fibered product Y ×XX, where the second factor X endowed

with the structure of an X–scheme via FX : X −→ X. We will endow Y (p) with

the structure of an X–scheme given by the second projection q : Y ×X X −→ X.

Let us denote the first projection by ϕ : Y (p) −→ Y . Then, there exists a

unique morphism of X–schemes FY/X : Y −→ Y (p) making the following diagram

commutative:

Y

f

��

FY

$$

FY/X

��
??

??
??

??
??

??
??

?

Y (p)

q

��

ϕ
// Y

f

��

X
FX

// X

(3.1)

We call the above morphism of X–schemes FY/X : Y −→ Y (p) the relative

Frobenius . Let X = Spec(k), where k is perfect field. Then Fk : Spec(k) −→
Spec(k) and ϕ : Y (p) −→ Y are isomorphisms. Let F n

X : X −→ X denotes the

composition of n absolute Frobenius morphisms of X.

Remark 3.1.1 If π : X −→ Spec(k) is a scheme over k, then FX : X −→ X is

not k-linear. On the contrary, we have a commutative diagram

X
FX //

π

��

X

π

��

Spec(k)
Fk
// Spec(k)

with the Frobenius morphism F of Spec(k) (which corresponds to the pth power



§3.1. Some Preliminaries 33

map of k to itself). We define a new scheme over k, which we denote by Xp, to

be the same scheme X, but with structural morphism F ◦π. Thus, k acts on OXp
via pth powers. Then, FX becomes a k-linear morphism F ′ : Xp −→ X. We call

this the k-linear Frobenius morphism.

Étale Morphisms

We first recall the definition of étale morphism. For more details of the results

stated here, see [Mi80, III, §4] and [Sz09, Chap. 5].

Definition 3.1.2 A morphism f : X −→ Y of schemes is flat if for all points x

of X, the induced map OY,f(x) −→ OX,x is flat.

The following proposition is immediate from the usual properties of flat modules.

Proposition 3.1.3 (1) An open immersion is flat.

(2) The composite of two flat morphisms is flat.

(3) Any base extension of a flat morphism is flat.

Remark 3.1.4 Recall that a morphism f : X −→ Y is faithfully flat if it is

flat and surjective. Any flat morphism that is locally of finite type is open. If

f : X −→ Y is finite and flat, then it is both open and closed; thus, if Y is

connected, then f is surjective and hence faithfully flat.

Definition 3.1.5 A morphism f : X −→ Y that is locally of finite-type is said

to be unramified at x ∈ X if mx = myOX,x and k(x) is a finite separable extension

of k(y), where y = f(x).

If f is unramified at all x ∈ X, then it is said to be unramified morphism.

The next proposition allows us an alternative definition of unramified in terms of

differentials.

Proposition 3.1.6 Let X and Y be locally Noetherian schemes, and let f :

X −→ Y be a morphism that is locally of finite-type. Then the following condi-

tions are equivalent:

(1) f is unramified.

(2) The sheaf Ω1
X/Y is zero.
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(3) The diagonal morphism ∆X/Y : X −→ X ×Y X is an open immersion.

Proposition 3.1.7 (1) Any immersion is unramified.

(2) The composite of two unramified morphisms is unramified.

(3) Any base extension of an unramified morphism is unramified.

Proof. Assertions (1) and (2) are immediate from the definition. Let f : X −→
S be an unramified morphism and let g : Y −→ S be a morphism of locally

Noetherian schemes. Then for the base change h : X ×S Y −→ Y , we have

Ω1
(X×SY )/Y

∼= h′∗Ω1
X/S,

where h′ : X ×S Y −→ X is the first projection ([Ha77, Proposition 8.10]). From

Proposition 3.1.6, we conclude that h : X×SY −→ Y is an unramified morphism.

2

Definition 3.1.8 A morphism of schemes f : X −→ Y is said to be étale at

x ∈ X, if it is flat and unramified at x. A morphism f is said to be an étale

morphism, if it is étale at all the points of X. A finite étale cover is a surjective

finite étale morphism.

Proposition 3.1.9 (1) Any open immersion is étale.

(2) The composite of two étale morphisms is étale.

(3) Any base extension of an étale morphism is étale.

(4) If f : X −→ S and g : Y −→ S are two morphisms such that f ◦ g is étale

and f is unramified, then g is étale.

Proof. Assertions (1), (2) and (3) hold with ‘étale’ replaced by ‘flat’ (see Propo-

sition 3.1.3) or by ‘unramified’ (see Proposition 3.1.7). For (4), consider the
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diagram with Cartesian squares:

X
∆X/S

// X ×S X

Y

g

OO

Γg
// Y ×S X

pr2 //

pr1

��

g×1X

OO

X

f

��

Y
f◦g

// S

Since f ◦ g is étale, pr2 is étale by (3). Since ∆X/S is an open immersion as f is

unramified, Γg is étale by (3). Therefore, g = pr2 ◦ Γg is étale by (2). 2

Definition 3.1.10 A morphism f : Y −→ X of schemes over k is called radicial

if it is injective and all the residue field extensions k(f(y)) −→ k(y) (y ∈ Y ) are

purely inseparable.

Proposition 3.1.11 Let f : X −→ Y be a morphism of schemes. The following

conditions are equivalent:

(1) f is radicial.

(2) For any field K, the map of K–points f(K) : X(K) −→ Y (K) is injective.

(3) (Universal injectivity) For any morphism Y ′ −→ Y , the morphism f(Y ′) :

X ×Y Y ′ −→ Y ′ is injective.

(4) (Geometric injectivity) For any field K and any morphism Spec(K) −→ Y ,

the morphism fK : X ×Y Spec(K) −→ Spec(K) is injective.

Proof. Assume (1) and for any field K, let u1, u2 ∈ X(K) be such that f ◦ u1 =

f ◦ u2. Since f is injective, x = Im(u1) = Im(u2). Hence, u1, u2 corresponds to

k(f(x))–homomorphisms k(x)
//
// K . Since k(x)/k(f(x)) is purely insepara-

ble, u1 = u2 and hence (2) holds.

Conversely, assume (2) and suppose k(x)/k(f(x)) is not purely inseparable for

some x ∈ X. Then there exist two different k(f(x))–homomorphisms of k(x) into

some field K. Let u1, u2 : Spec(K)
//
// X be the corresponding morphisms.

Then f ◦ u1 = f ◦ u2, but u1 6= u2, a contradiction. Suppose f(x1) = f(x2) =

y for distinct points x1, x2 ∈ X. Then there exists a field K and two k(y)–

homomorphisms k(x1) −→ K and k(x2) −→ K. Let u1, u2 : Spec(K)
//
// X
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be the corresponding morphisms. Then f ◦ u1 = f ◦ u2, but u1 6= u2. Therefore,

(1) holds.

Assume (2). Then the following diagram

(X ×Y Y ′)(K)

��

X(K)×Y (K) Y
′(K)

��

Y ′(K) Y ′(K)

shows that fY ′ also satisfies (2). So by (2) ⇒ (1), fY ′ is injective and (3) holds.

The implication (3)⇒ (4) is trivial.

Assume (4) and for any field K, let u1, u2 ∈ X(K) be such that f ◦u1 = f ◦u2.

Then u1 and u2 gives rise to sections u′1, u
′
2 : Spec(K)

//
// X ×Y Spec(K) .

X ×Y Spec(K)

p

��

q
// Spec(K)

f◦u1=f◦u2

��

u1

����
��

��
��

��
��

��
�

u2

����
��

��
��

��
��

��
�

X
f

// Y

Since q is injective, X ×Y Spec(K) consists of a single point. It follows that

u′1 = u′2, and hence u1 = u2. Thus, (2) holds and proof is complete. 2

Proposition 3.1.12 (1) Any immersion is radicial.

(2) The composition of radicial morphisms is radicial.

(3) Any base extension of a radicial morphism is radicial.

(4) If f ◦ g is radicial, then g is radicial.

Proof. This is immediate from the Proposition 3.1.11. 2

Proposition 3.1.13 Let f : Y −→ X be an étale morphism of k–schemes. Then

the relative Frobenius FY/X : Y −→ Y (p) is an isomorphism.

Proof. Consider the diagram (3.1). Since the base change of étale morphism

is étale, the morphism q in (3.1) is étale. Since q ◦ FY/X = f is étale, by (4)

of Proposition 3.1.9, FY/X is étale. Since FY is universally injective and FY =

ϕ ◦ FY/X , by (4) of Proposition 3.1.12, FY/X is universally injective. By [Mu67,



§3.1. Some Preliminaries 37

Lemma 7.2.1.1], FY/X is an open immersion. Since FY/X is homeomorphism, it

follows that FY/X is an isomorphism. 2

Given a morphism of schemes ϕ : X −→ S, we define Aut(X/S) to be the

group of scheme automorphisms of X preserving ϕ. For a geometric point s̄ :

Spec(ξ) −→ S there is a natural left action of Aut(X/S) on the geometric fibre

Xs̄ = X×S Spec(ξ) coming by base change from its action on X. For a connected

finite étale cover ϕ : X −→ S, the action of Aut(X/S) on each geometric fibre is

faithful and hence Aut(X/S) is finite.

Definition 3.1.14 A connected finite étale cover ϕ : X −→ S is said to be

Galois if Aut(X/S) acts transitively on geometric fibres.

Recall that every finite separable field extension can be embedded in a finite

Galois extension and there is a smallest such extension, the Galois closure. Anal-

ogously, every finite étale cover is the image of a Galois cover. More precisely, we

have

Proposition 3.1.15 Let ϕ : X −→ S be a connected finite étale cover. There

is a morphism ψ : Y −→ X such that ϕ ◦ ψ : Y −→ S is a finite étale Galois

cover, and moreover every S–morphism from a Galois cover to X factors through

Y −→ S.

3.1.2 Semistability

Let X be a smooth n-dimensional projective variety over k with a very ample

divisor H. If E is a torsion-free coherent sheaf on X then one can define its slope

by setting

µ(E) =
c1(E) ·Hn−1

rk(E)
,

where rk(E) is the rank of E. Then E is H-semistable if for any nonzero subsheaf

F ⊂ E we have µ(F ) ≤ µ(E).

Let us recall that every torsion free sheaf E on X has a unique Harder–

Narasimhan filtration, that is, a filtration

0 = E0 ⊂ E1 ⊂ · · · ⊂ Ek = E



38 §3.1. Some Preliminaries

in which all quotients Ei/Ei−1 are H–semistable sheaves and

µ(E1) > µ(E2/E1) > · · · > µ(E/Ek−1).

We set µmax(E) = µ(E1) and µmin(E) = µ(E/Ek−1).

Definition 3.1.16 We say that E is strongly H-semistable if for all r ≥ 0 the

pull back (F r
X)∗E is H-semistable.

In [Gie73] D. Gieseker showed for every g ≥ 2 an example of a sequence

{Em}m∈N of rank 2 vector bundles on a curve C of genus g such that E = E1 is

not semistable and Em = F ∗Em+1 for every m ≥ 1. Then for large m the bundles

Em are semistable but not strongly semistable.

3.1.3 Principal Bundles

In this section we recall a description of principal bundles over a scheme X defined

over k using the language of categories and functors. For the details see [No76].

Let G be an affine group scheme defined over k.

Definition 3.1.17 A principal G–bundle over a scheme X is a surjective flat

affine morphism j : P −→ X together with a group action σ : P ×k G −→ P

such that the map (p1, σ) : P ×k G −→ P ×X P is an isomorphism.

Let EG −→ X be a principal G–bundle over X. Then, for every object

ρ : G −→ GL(V )

in Repk(G), we can construct the associated vector bundle Eρ := EG ×G V over

X. Here EG ×G V = (EG × V )/G with the action of any g ∈ G sending any

(z, v) ∈ EG × V to (zg, ρ(g−1)v). This defines a functor

EG ×G • : Repk(G) −→ Vect(X).

Nori proved in [No82, Section 2.2] that this functor determines the principal

G–bundle EG in the following sense.

Theorem 3.1.18 [No82, Lemma 2.3, Proposition 2.4] Let F : Repk(G) −→
Vect(X) be a functor satisfying the following:
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(a) F is a k–additive exact functor;

(b) F ◦ ⊗̂ = ⊗ ◦ (F × F );

(c1) the functor F preserves commutativity, in other words, if c is the canonical

isomorphism of V ⊗̂W with W ⊗̂V in Repk(G), then F (c) is the canonical

isomorphism of the corresponding vector bundles;

(c2) the functor F preserves associativity;

(c3) the vector bundle F (1) is the trivial line bundle OX on X;

(d) for any V ∈ Repk(G) of dimension n, the vector bundle F (V ) is of rank n.

Then there exists a principal G–bundle EG −→ X (unique up to an isomorphism)

such that F is isomorphic to EG ×G •.

3.2 Étale Fundamental Group Scheme

Let k be a perfect field, and let X be a proper integral scheme over k endowed

with a rational point x ∈ X(k).

Definition 3.2.1 A vector bundle E over X is called étale trivializable if there

exists a finite étale covering ψ : Y −→ X such that the pull-back ψ∗E is trivial-

izable.

Consider the neutral Tannakian category defined by all étale trivializable vec-

tor bundles E over X The fiber functor for this neutral Tannakian category sends

E to its fiber E(x) over x. We denote this category by C ét(X). The corresponding

affine group scheme is called the étale fundamental group scheme and is denoted

by πét(X, x). When k is algebraically closed field, the étale fundamental group

π1(X, x) is canonically isomorphic to the group of k–valued points of the étale

fundamental group scheme πét(X, x).

3.3 The Nori Fundamental Group Scheme

For a proper integral scheme X defined over a perfect field k endowed with a

rational point x ∈ X(k), Nori defined in [No76] and [No82] the fundamental
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group scheme πN(X, x) over k. Let Vect(X) be the category of vector bundles

over X.

Definition 3.3.1 A vector bundle E over X is said to be Nori–semistable if for

every non-constant morphism f : C −→ X with C a smooth projective curve,

the pull-back f ∗E −→ C is semi-stable of degree zero.

Let Ns(X) denote the full subcategory of Vect(X) whose objects are all Nori–

semistable vector bundles over X.

Lemma 3.3.2 [No76, p. 37, Lemma 3.6] The category Ns(X) is an abelian

category.

For any vector bundle E over X and for any polynomial f with non-negative

integer coefficients, we define

f(E) :=
n⊕
i=0

(E⊗i)⊕ai ,

where f(t) =
∑n

i=0 ait
i with ai ∈ N, ∀ i ∈ {1, 2, . . . , n}.

Definition 3.3.3 A vector bundle E over X is said to be finite if there are two

distinct polynomials f and g with non-negative integer coefficients such that f(E)

is isomorphic to g(E).

Definition 3.3.4 A vector bundle E over X is said to be essentially finite if it

is a Nori–semistable subquotient of a finite vector bundle over X.

Let CN(X) be the full subcategory of Ns(X) whose objects are the essentially

finite vector bundles over X. Let

ωx : CN(X) −→ Vect(k)

be the functor which sends an essentially finite vector bundle E to its fibre

E(x) over x. With the usual tensor product of vector bundles, the quadruple

(CN(X),⊗, ωx,OX) is a neutral Tannakian category over k. By Theorem 2.3.3, it

defines an affine group scheme over k, which is denoted by πN(X, x), and called

the Nori fundamental group scheme of X over k with base point x.

The following is a useful characterization of essentially finite vector bundles:
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Proposition 3.3.5 [No76] A vector bundle E over X is essentially finite vector

bundle if and only if there exists a principal G–bundle ψ : P −→ X, with G a

finite group scheme, such that ψ∗E is trivial vector bundle over P .

Corollary 3.3.6 There is a natural faithfully flat homomorphism πN(X, x) −→
πét(X, x).

Proof. Let E be an étale trivializable vector bundle over X. Then there exists

a finite étale Galois covering ψ : Y −→ X with Galois group Γ such that ψ∗E is

trivial vector bundle over Y . Note that ψ : Y −→ X can be viewed as a principal

(Γ)k–bundle, where (Γ)k is a finite constant group scheme. By Proposition 3.3.5

it follows that E is essentially finite vector bundle. By Proposition 2.3.4(1), there

is a natural faithfully flat homomorphism πN(X, x) −→ πét(X, x). 2

3.4 The F–fundamental Group Scheme

3.4.1 Construction of the F–fundamental Group Scheme

Let k be a perfect field of prime characteristic p. Let X be a smooth projec-

tive variety defined over k. Let FX : X −→ X denote the absolute Frobenius

morphism. For any integer m ≥ 1, let

Fm
X :=

m-times︷ ︸︸ ︷
FX ◦ · · · ◦ FX : X −→ X

be the m–fold iteration of the morphism FX . We define F 0
X to be the identity

morphism of X.

For any polynomial f with non-negative integral coefficients, and for any

vector bundle E over X, we define

f̃(E) :=
m⊕
i=0

((F i
X)∗E)⊕ni , (3.2)

where f(t) =
∑m

i=0 nit
i with ni ∈ N ∀ i ∈ {1, 2, · · · ,m}.

Definition 3.4.1 A vector bundle E over X is said to be Frobenius–finite if there

exist two distinct polynomials f and g with non-negative integral coefficients such
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that f̃(E) is isomorphic to g̃(E).

Let FF(X) denote the set of Frobenius–finite vector bundles over X. For any

vector bundle E over X, let I(E) denote the set of all indecomposable components

of {(F n
X)∗E}n≥0.

Lemma 3.4.2 If E is a Frobenius–finite vector bundle over X, then I(E) is a

finite set.

Proof. For n ≥ 0, let In(E) denote the set of indecomposable components of

(F n
X)∗E. By the Krull-Remak-Schmidt theorem, In(E) is finite. Note that I(E) =

∪n≥0In(E). Since E is Frobenius–finite, there exist two distinct polynomials f and

g as in the Definition 3.4.1 such that f̃(E) is isomorphic to g̃(E). Let IV(X) be

the free abelian group generated by isomorphism classes of indecomposable vector

bundles on X. Now, h̃(E) = 0 in IV(X), where h = f−g. Let d = deg(h). Then,

each indecomposable direct summand of (F d
X)∗E must be a direct summand of

(F j
X)∗E for some j < d. Applying the above to the polynomials (f−g)xi for i > 0

and using induction on i, we see that each element of I(E) can be represented by

a direct summand of (F j
X)∗E for some j < d. 2

Proposition 3.4.3 Let C be a smooth projective curve. Then, any Frobenius–

finite vector bundle over C is strongly semistable of degree zero.

Proof. Let E be a Frobenius–finite vector bundle over C. Then by Lemma 3.4.2,

I(E) is a finite set. Note that for any vector bundle V −→ C, we have

deg((F n
C)∗V ) = pn · deg(V ) , (3.3)

where p is the characteristic of k. Therefore, the fact that I(E) is a finite set

implies that deg(E) ≤ 0. Since the dual E∨ is also a Frobenius-finite vector

bundle, we conclude that deg(E) = 0.

Let F be any subbundle of (F r
C)∗E (r ≥ 0). Then (F n

C)∗F is subbundle of

(F n+r
C )∗E. Since I(E) is a finite set, from (3.3) it follows that deg(F ) ≤ 0. Hence

(F r
C)∗E is semistable. 2

Let h : X −→ Y be a morphism. Then the pull-back of any Frobenius–

finite vector bundle E over Y is also a Frobenius–finite vector bundle over X.

Therefore, Proposition 3.4.3 has the following corollary.
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Corollary 3.4.4 Any Frobenius-finite vector bundle over a smooth projective va-

riety X is Nori–semistable.

It has been proved in [No76, p. 37, Lemma 3.6] that the category Ns(X) of

all Nori–semistable vector bundles over X is abelian.

Let TFF(X) denote the collection of all tensor products of Frobenius–finite

vector bundles over X. Consider the full subcategory, denoted by CF (X), of the

category Ns(X) whose objects are: vector bundles E ∈ Ns(X) for which there

exist Fi ∈ TFF(X), 1 ≤ i ≤ m (m ≥ 0) and

E1 ⊆ E2 ⊆
m⊕
i=1

Fi with E1, E2 ∈ Ns(X)

such that E ∼= E2/E1.

Proposition 3.4.5 The category CF (X) defines a neutral Tannakian category

over k.

Proof. The category CF (X) is an abelian category. For, let f : E −→ F be

a morphism in CF (X). Since CF (X) is a full subcategory of an abelian category

Ns(X), both Kerf and Cokerf lie in Ns(X). By the construction of CF (X), both

Kerf and Cokerf are in CF (X). Hence, CF (X) is an abelian k–category.

We define the tensor operation ⊗ on CF (X) to be the usual tensor product of

vector bundles. We need to check that CF (X) is closed under the tensor product

operation. If E and F are objects of CF (X), then there exist V1, V2,W1,W2 ∈
Ns(X), Ei, Fj ∈ TFF(X), where i = 1, . . . , n and j = 1, . . . ,m, such that

V1 ⊆ V2 ⊆
n⊕
i=1

Ei, W1 ⊆ W2 ⊆
m⊕
j=1

Fj

and E ∼= V2/V1 and F ∼= W2/W1. Then, E ⊗ F is a quotient of V2 ⊗W2, i.e.,

E⊗F ∼= V2⊗W2/K. By definition of TFF(X), the bundle (
⊕n

i=1Ei)⊗(
⊕m

j=1 Fj)

is again a finite direct sum of elements of TFF(X). Since V2,W2 ∈ Ns(X), it

follows that V2 ⊗W2 ∈ Ns(X). As deg(K) + deg(E ⊗ F ) = deg(V2 ⊗W2), this

implies that deg(K) = 0. This implies that K ∈ Ns(X). Therefore, E ⊗ F is an

object of CF (X). The pentagon and hexagon axioms follow from the properties

of tensor product of vector bundles. The trivial vector bundle OX is an object of

CF (X). It is a unit object for the tensor product.
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That CF (X) is rigid follows from the fact that TFF(X) is closed under taking

dual of vector bundles. For, if E ∈ CF (X) is a Nori-semistable subbundle of a

direct sum of finitely many Ei ∈ TFF(X), then the dual E∨ is a quotient of the

direct sum of duals E∨i , which also belong to TFF(X), hence E∨ is an object

of CF (X). If E ∼= V2/V1 with V1 ⊆ V2 ⊆
⊕n

i=1 Ei, dualizing the exact sequence

0 −→ V1 −→ V2 −→ E, we get that E∨ = Ker(V ∨2 −→ V ∨1 ) is an object of CF (X),

since CF (X) is an abelian category.

Now, we will define a fibre functor on CF (X). Let Vect(k) denote the category

of finite dimensional vector spaces over a field k. Fix a k–rational point x ∈ X.

We define ωx to be the functor

ωx : CF (X) −→ Vect(k) (3.4)

that sends a vector bundle E in CF (X) to its fiber E(x) over x. This functor

is exact and k–linear on Hom-sets. We show that it is also faithful. For this

assume that E,F are object of CF (X), and that f, g ∈ Hom(E,F ), such that

ωx(f) = ωx(g), i.e. fx = gx : E(x) −→ F (x). Then, Ker(f − g) is an object of

CF (X), since CF (X) is an abelian category. In particular, Ker(f − g) is a vector

bundle, hence all its fibres are of the same dimension. Because of the assump-

tion that the fibre over x is zero-dimensional, we see that Ker(f − g) = 0, hence

f = g. Therefore, the quadruple (CF (X),⊗, ωx,OX) is a neutral Tannakian cat-

egory over k. 2

The quadruple (CF (X),⊗, ωx,OX) is a neutral Tannakian category over k. So

it gives an affine group–scheme over k (Theorem 2.3.3).

Definition 3.4.6 The F–fundamental group–scheme of X with the base point x

is the group–scheme associated to the neutral Tannakian category

(CF (X),⊗, ωx,OX) .

This group–scheme will be denoted by πF (X, x).

Let Repk(πF (X, x)) be the category of finite dimensional k–representations

of πF (X, x).

Lemma 3.4.7 There exists a tautological principal πF (X, x)–bundle over X.
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Proof. By the construction of πF (X, x), there is an equivalence of categories

CF (X) −→ Repk(πF (X, x)) (3.5)

such that ωx becomes a forgetful functor for Repk(πF (X, x)) (see [DM82, The-

orem 2.11], [No76]). The resulting functor

T : Repk(πF (X, x)) ' (CF (X), ωx) ↪→ Vect(X) (3.6)

satisfies the conditions of Theorem 3.1.18, and hence it defines a principal πF (X, x)–

bundle X̃ over X. For any V ∈ Repk(πF (X, x)), the vector bundle X̃ ×πF (X,x)

V −→ X associated to the principal πF (X, x)–bundle X̃ −→ X for the πF (X, x)–

module V coincides with the vector bundle corresponding to V by the functor in

(3.5). 2

Let ϕ : X −→ Y be a morphism of smooth projective varieties defined

over k and E an object of CF (Y ). Then ϕ∗E is an object of CF (X). Conse-

quently, ϕ induces a homomorphism of Tannakian categories from (CF (Y ), ωf(x))

to (CF (X), ωx). By [No76, Theorem 1.3], this determines a unique homomorphism

of affine group schemes πF (X, x) −→ πF (Y, f(x)).

3.4.2 Some Properties of the F–fundamental Group Scheme

First we have

Proposition 3.4.8 If ϕ : X −→ Y is a flat surjective morphism of smooth pro-

jective varieties over a field k with ϕ∗OX = OY . Then the induced homomorphism

πF (X, x) −→ πF (Y, ϕ(x)) is faithfully flat.

Proof. In view of Proposition 2.3.4(1), it suffices to show the following:

1. the functor ωϕ : CF (Y ) −→ CF (X) is fully faithful, and

2. any Nori–semistable subbundle F of ϕ∗E, where E ∈ CF (Y ), is isomorphic

to ϕ∗F ′, for some Nori–semistable subbundle F ′ ⊂ E.

Since ϕ is flat morphism, by [EGA1, 6.7.6.1], there is a canonical isomorphism

H omY (E,F ) −→ ϕ∗H omX(ϕ∗E,ϕ∗F ) . (3.7)
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By taking global section, we get a bijection

HomY (E,F ) −→ HomX(ϕ∗E,ϕ∗F ) . (3.8)

This shows that ωϕ is fully faithful functor.

Let E be an object of CF (Y ), and let F be a Nori–semistable subbundle

of ϕ∗E. Define E ′ := ϕ∗E/F , and denote the ranks of E, F and E ′ by r,

r1 and r2 respectively. Let Xy := ϕ−1(y) be the fibre over a point y ∈ Y .

Then the restriction F|Xy is degree zero subbundle of the trivial vector bundle

(ϕ∗E)|Xy
∼= OrXy . Hence F|Xy is trivial. Similarly, E ′|Xy is trivial. Since F is flat

over Y and dimH0(Xy, F|Xy ) = r1 for all y ∈ Y , by [Ha77, III, Corollary 12.9], it

follows that ϕ∗F is locally free of rank r1. Similarly, ϕ∗E
′ is locally free of rank

r2.

The quotient map ϕ∗E −→ E ′ evidently factors through ϕ∗ϕ∗E
′ −→ E ′.

Consequently, ϕ∗ϕ∗E
′ −→ E ′ is surjective homomorphism of vector bundles of

the same rank r2; hence it is an isomorphism. We have,

0 // ϕ∗F // ϕ∗ϕ
∗E

f
//

g
&&NNNNNNNNNNN

ϕ∗ϕ
∗E/ϕ∗F

π

��

// 0

ϕ∗(ϕ
∗E/F )

Since rank of ϕ∗ϕ
∗E/ϕ∗F and ϕ∗(ϕ

∗E/F ) are same, it follows that

π : ϕ∗ϕ
∗E/ϕ∗F −→ ϕ∗(ϕ

∗E/F )

is an isomorphism. Thus, we get an isomorphism ϕ∗E/ϕ∗ϕ∗F −→ ϕ∗E/F .

Therefore, ϕ∗ϕ∗F −→ F is also an isomorphism. Take F ′ = ϕ∗F . Since

ϕ∗F ′ ∼= F is Nori–semistable, we conclude that F ′ is Nori–semistable. Indeed, let

f : C −→ Y be a non-constant morphism, where C a smooth projective curve.

Then there exists a smooth projective curve C ′ with the map g : C ′ −→ X and

a non-constant map h : C ′ −→ C such that the following diagram commutes:

C ′
g
//

h
��

X

ϕ

��

C
f
// Y
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This implies that (ϕ ◦ g)∗F ′ ∼= (f ◦ h)∗F ′. Since ϕ∗F ′ ∼= F and F is Nori–

semistable, h∗(f ∗F ′) is semistable of degree zero. Let W be a subbundle of f ∗F ′.

Then h∗W is subbundle of h∗(f ∗F ′) and hence deg(h∗W ) = deg(h) deg(W ) ≤ 0.

This implies that f ∗F ′ is semistable of degree zero. Therefore, we get a Nori–

semistable subbundle F ′ of E such that ϕ∗F ′ is isomorphic to F . 2

Lemma 3.4.9 Let ψ : Y −→ X be a morphism of smooth projective varieties

over k such that the following diagram

Y
FY //

ψ

��

Y

ψ

��

X
FX
// X

(3.9)

is Cartesian, where FX and FY are the absolute Frobenius morphisms of X and

Y respectively. Let E be a vector bundle over Y . Then for any n ≥ 1, there is a

canonical isomorphism

(F n
X)∗(Riψ∗E) −→ Riψ∗((F

n
Y )∗E)

for each i ≥ 0.

Proof. Since the diagram in (3.9) is Cartesian, and FX is flat, we have the

following: For any vector bundle E −→ Y , the base change homomorphism

F ∗X(Riψ∗(E)) −→ Riψ∗(F
∗
YE) (3.10)

is isomorphism for each i ≥ 0 (see [Ha77, III, Proposition 9.3]). Fix any i ≥ 0.

We will prove the lemma using induction on n. For n = 1, this is the isomorphism

in (3.10). Assume that we have an isomorphism

(F n−1
X )∗(Riψ∗(E)) −→ Riψ∗((F

n−1
Y )∗E) . (3.11)

Taking inverse image by FX , the isomorphism in (3.11) gives an isomorphism

(F n
X)∗(Riψ∗(E)) −→ F ∗XR

iψ∗((F
n−1
Y )∗E) . (3.12)
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Substituting E by (F n−1
Y )∗E in (3.10), we get an isomorphism

F ∗X(Riψ∗((F
n−1
Y )∗E)) −→ Riψ∗(F

∗
Y ((F n−1

Y )∗E)) −→ Riψ∗((F
n
X)∗E) . (3.13)

By composing the isomorphisms in (3.12) and (3.13), we get an isomorphism

(F n
X)∗(Riψ∗E) −→ Riψ∗((F

n
Y )∗E). (3.14)

This completes the proof of the lemma. 2

Base Change

Let k′ be an algebraically closed extension of an algebraically closed field k of

prime characteristic p. Let X be a smooth projective k–variety, and let Xk′ denote

the base change X ×k Spec k′. We have the following commutative diagram

Xk′
FXk′ //

p1

��

Xk′

p1

��

X
FX

// X

where FXk′ and FX are the Frobenius morphisms on Xk′ and X respectively.

Therefore,

F ∗XE ⊗k k′ = F ∗Xk′ (E ⊗k k
′) .

From this it follows that if E is an object of CF (X), then E ⊗k k′ is an object of

CF (Xk′). Let Ck′ be the Tannakian subcategory of

C ′ = (CF (Xk′),⊗, Tx′ ,OXk′ )

whose objects are all vector bundles E ′ ∈ CF (Xk′) for which there exists E ∈
CF (X) such that E ′ ⊂ E⊗k′. Define G := πF (Xk, x), and let Repk′(Gk′) denote

the category of all finite dimensional k′–representations of Gk′ = G×k Spec k′.

Now following the argument as in the proof of [MS02, Proposition 3.1], we

conclude that the category C ′ is equivalent to Repk′(Gk′). By Proposition 2.3.4,
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the canonical homomorphism

h : πF (Xk′ , x
′) −→ πF (X, x)×k k′ (3.15)

is faithfully flat.

If the canonical homomorphism in (3.15) is an isomorphism then any stable

vector bundle in CF (Xk′) is actually defined over k. For, let E ∈ CF (Xk′). Since

h is closed immersion, by Proposition 2.3.4(2), there exists a vector bundle E1 in

CF (X) such that E ∼= E3/E2, where E2 and E3 are Nori–semistable subbundles

of E1 ⊗ k′ with E2 ⊆ E3 ⊆ E1 ⊗ k′. If E is stable then it is a component

of gr(E1 ⊗ k′) (the associated graded object for the Jordan–Hölder filtration of

E1 ⊗ k′). Since gr(E1 ⊗ k′) = gr(E1) ⊗ k′, it follows that E is a bundle of the

form E ′ ⊗ k′, where E ′ is stable vector bundle over X.

But there are stable vector bundles in CF (Xk′) which are not defined over

k; see [Pa07] for examples. Therefore, the homomorphism in (3.15) is not an

isomorphism in general.

Remark 3.4.10 A vector bundle E over X is called F–trivial if (F i
X)∗E is trivial

for some i. Note that the category of all F–trivial vector bundles form a Tannakian

category; the corresponding affine group scheme is called the local fundamental

group scheme which is denoted by πloc(X, x) (see [MS08]). By applying the

criterion of Proposition 2.3.4, it can be easily seen that there is a canonical flat

surjective homomorphism

α : πF (X, x) −→ πloc(X, x) .

Relation with the S–fundamental Group Scheme

For a smooth projective curve defined over k, the S–fundamental group–scheme

was introduced in [BPS06]. In [La09], this was generalized to smooth projective

varieties defined over an algebraically closed field.

Let X be a smooth projective variety of dimension n over an algebraically

closed field k. Fix a very ample hypersurface H on X.

Recall (see Section 3.1.2) that a torsion-free coherent sheaf E −→ X, the

number

µ(E) :=
c1(E) ·Hn−1

rankE
∈ Q
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is called the slope of E. A vector bundle E is called H–semistable (respectively,

H–stable) if for all subsheaves F of E with rank(F ) < rank(E), we have µ(F ) ≤
µ(E) (respectively, µ(F ) < µ(E)).

Let VectS0 (X) denote the full subcategory of the category of coherent sheaves

on X whose objects are all strongly H–semistable reflexive sheaves with c1(E) ·
Hn−1 = 0 and c2(E)·Hn−2 = 0. By [La09, Theorem 4.1], a strongly H–semistable

reflexive sheaf with c1(E) · Hn−1 = 0 and c2(E) · Hn−2 = 0 is locally free. The

category VectS0 (X) does not depend on the choice of H ([La09, Proposition 4.5]).

Fix a k–rational point x ∈ X and define the fiber functor ωx : VectS0 (X) −→
Vect(k) by sending E to its fiber E(x). Then (VectS0 (X), ⊗, ωx, OX) is a neutral

Tannakian category.

Definition 3.4.11 The affine k–group scheme Tannaka dual to the neutral Tan-

nakian category (VectS0 (X), ⊗, ωx, OX) is denoted by πS(X, x) and it is called

the S–fundamental group scheme of X with base point x.

Recall that a line bundle L over X is said to be numerically effective if the

degree of the restriction of L to any irreducible curve C in X is non-negative. A

vector bundle E over X is called numerically effective if and only if the tauto-

logical line bundle OP(E)(1) is numerically effective. A vector bundle E is called

numerically flat if both E and its dual E∨ are numerically effective.

If E is a vector bundle over a smooth projective curve C, we denote by δ(E)

the minimum of the degrees of quotient line bundles of E. For a line bundle L,

define δ(L) = degree(L).

A vector bundle E is numerically effective if and only if for any finite morphism

f : C −→ X from a smooth projective curve C, we have δ(f ∗E) ≥ 0 (see, [Ba71,

p. 437]).

Remark 3.4.12 Let C be a smooth projective curve and V a vector bundle on

C. Denote by δ∗(V ) the minimum of the set {µ(Q)|V −→ Q −→ 0} and by δ(V )

the minimum of the set {µ(L)|V −→ L −→ 0, L is line bundle}. Consider the

Harder-Narasimhan filtration

0 = V0 ⊆ V1 ⊆ · · · ⊆ Vn−1 ⊆ Vn = V

of the vector bundle V . Let µmin(V ) := µ(V/Vn−1) and µmax(V ) := µ(V1). The

subbundle Vn−1 is called the maximal destabilizing vector subbundle of V . Since
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µ(V/Vn−1) ∈ {µ(Q)|V −→ Q −→ 0}, we have µmin(V ) ≥ δ∗(V ). If V −→ Q −→
0 is a quotient of V , then Q is quotient of a semi-stable vector bundle V/Vn−1.

From which it follows that µmin(V ) ≤ µ(Q) for all quotients V −→ Q −→ 0.

This proves that µmin(V ) ≤ δ∗(V ). Therefore, µmin(V ) = δ∗(V ). It is obvious

that δ(V ) ≥ δ∗(V ).

Proposition 3.4.13 There exists a natural faithfully flat homomorphism

πS(X, x) −→ πF (X, x).

Proof. Take any vector bundle E belonging to CF (X). For any finite morphism

f : C −→ X from a smooth projective curve C, the pull–back f ∗E is semistable.

Consequently, µmin(f ∗E) = 0. Note that δ(V ) ≥ µmin(V ) for any vector bundle

V over a smooth projective curve C. Consequently, δ(f ∗E) ≥ 0, and hence E

is numerically effective. Since E∗ is also an object of CF (X), it follows that

E is numerically flat. By [La09, Proposition 5.1], we have a natural functor

CF (X) −→ VectS0 (X) which is fully faithful and obviously satisfies the condition

in Proposition 2.3.4(1). 2

Product Formula

Suppose that k is an algebraically closed field. Let X and Y be two smooth pro-

jective varieties over k. Fix k–rational points x0 and y0 of X and Y , respectively.

For any closed point y ∈ Y , we have a canonical morphism

iy : X −→ X ×k Y

defined by

X −→ X ×k {y} −→ X ×k Y .

Similarly, for any closed point x ∈ X, we define

jx : Y −→ X ×k Y .

Let p : X ×k Y −→ X and q : X ×k Y −→ Y be the natural projections. The

morphism iy0 : X −→ X ×k Y induces a homomorphism

πF (X, x0) −→ πF (X ×k Y, x0 × y0)
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of affine group schemes. Since p ◦ iy0 = IdX , and q ◦ iy0 is a constant map, it

follows that the morphism

ψ : πF (X ×k Y, x0 × y0) −→ πF (X, x0)× πF (Y, y0)

is surjective.

Definition 3.4.14 A coherent sheaf E on X is called bounded if there is a scheme

T of finite type over k and a coherent sheaf E −→ X × T flat over T such that

there are closed points {ti}i≥1 of T with the property that the restriction E|X×{ti}
is isomorphic to the pull-back (F i

X)∗E.

Proposition 3.4.15 [BH09] Let E be a bounded sheaf over X. Then

(1) For any morphism g : Y −→ X, where Y is a smooth projective variety,

the pullback g∗E is bounded sheaf over Y .

(2) The coherent sheaf E is locally free.

Proof. Since E is bounded, there is a family E −→ X × T as in the Definition

3.4.14. Consider the family (g × 1T )∗E −→ Y × T , where (g × 1T ) : Y × T −→
X × T . Since F ∗Y g ∗ E = g∗F ∗XE, and E|X×{ti} = (F i

X)∗E, we have

(
(g × 1T )∗E

)
|Y×{ti} = g∗

(
E|X×{ti}

)
= g∗(F i

X)∗E = (F i
Y )∗g∗E.

Therefore, g∗E is bounded sheaf.

To prove that E is locally free, it is enough to show that the fibre dimension

E ⊗ k(x) is constant, where x runs over all closed points of X. For any g as in

the first statement, and any closed point y of Y , we have

dim(g∗E ⊗ k(y)) = dim(E ⊗ k(g(y)).

Therefore, in view of the first statement, it suffices to prove that any bounded

sheaf on a smooth projective curve is a locally free sheaf.

Let E be a bounded sheaf over a smooth projective curve C defined over k.

Let Etor be the torsion subsheaf of E, and let Ef := E/Etor be the locally free

quotient. We have

E = Ef ⊕ Etor.
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Hence for any n ≥ 1,

(F n
C)∗Etor =

(
(F n

C)∗E
)

tor
, (3.16)

where
(
(F n

C)∗E
)

tor
is the torsion part of

(
(F n

C)∗E
)
. Let d be the dimension of

H0(C,Etor). Then we have

dimH0
(
C, (F n

C)∗Etor

)
= pnd, (3.17)

where p is the characteristic of the field k. Since E is bounded, using semi-

continuity of the dimension of global sections, we conclude that the sequence

{dimH0
(
C, (F n

C)∗E
)
}n≥1 is bounded by a constant independent of n. Since

dimH0(C,
(
(F n

C)∗E
)
≥ dimH0(C,

(
(F n

C)∗E
)

tor
), from (3.16) and (3.17), it fol-

lows that H0(C,Etor) = 0. Consequently, Etor = 0.

Lemma 3.4.16 [BH09, Lemma 3.3] Let X and Y be smooth projective varieties

over k. Let p : X × Y −→ X and q : X × Y −→ Y be the natural projections.

Let E be a bounded sheaf on X×Y . Then for each i ≥ 0, the direct image Rip∗E

and Riq∗E are bounded sheaves over X and Y respectively.

Using Lemma 3.4.16 and Proposition 3.4.15, we conclude that for any E ∈
CF (X ×k Y ), the direct images Rip∗E and Riq∗E are vector bundles over X

and Y respectively.

Lemma 3.4.17 Let E be a Frobenius–finite vector bundle over X ×k Y . Then

for each i ≥ 0, the direct images Rip∗E −→ X and Riq∗E −→ Y are also

Frobenius–finite vector bundles.

Proof. Consider the following commutative diagram

X ×k Y
FX×kY //

p

��

X ×k Y
p

��

X
FX

// X

(3.18)

and the Cartesian diagram

(X ×k Y )×X X
π1 //

π2

��

X ×k Y
p

��

X
FX

// X
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By the properties of a fiber product, we have

(X ×k Y )×X X ' (Y ×k X)×X X ' X ×k Y .

From this, it follows that the commutative diagram in (3.18) is Cartesian. Since

FX is flat, by [Ha77, III, Proposition 9.3], there is a canonical isomorphism

F ∗X(Rip∗E) −→ Rip∗(F
∗
X×kYE) (3.19)

for each i ≥ 0. Similarly, we have a canonical isomorphism

F ∗Y (Riq∗E) −→ Riq∗(F
∗
X×kYE)

for each i ≥ 0. By Lemma 3.4.9, for any integer n ≥ 1, there are canonical

isomorphisms

(F n
X)∗(Rip∗E) −→ Rip∗((F

n
X×kY )∗E) (3.20)

and

(F n
Y )∗(Riq∗E) −→ Riq∗((F

n
X×kY )∗E) (3.21)

for each i ≥ 0.

Suppose that E is a Frobenius–finite vector bundle over X ×k Y . Therefore,

there exist two distinct polynomials f, g ∈ Z[t] with non-negative coefficients

such that f̃(E) is isomorphic to g̃(E). Let ϕ : f̃(E) −→ g̃(E) be an isomorphism.

Then

Rip∗(ϕ) : Rip∗(f̃(E)) −→ Rip∗(g̃(E))

is an isomorphism for each i ≥ 0. Using the isomorphism in (3.20), we conclude

that the isomorphism Rip∗(ϕ) induces an isomorphism between f̃(Rip∗E) and

g̃(Rip∗E), since Rip∗ is additive functor. This completes the proof of the lemma.

2

Theorem 3.4.18 The canonical homomorphism

ψ : πF (X ×k Y, x0 × y0) −→ πF (X, x0)× πF (Y, y0)

is an isomorphism.

Proof. It is enough to show that ψ is closed immersion. By Proposition 2.3.4(2),
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we only need to show that any vector bundle E ∈ CF (X ×k Y ) is isomorphic to

a quotient of p∗E1 ⊗ q∗E2, for some E1 ∈ CF (X) and E2 ∈ CF (Y ). Let

E1 := p∗(E ⊗ (q∗j∗x0
E)∨) and E2 := j∗x0

E ,

where (q∗j∗x0
E)∨ is the dual of (q∗j∗x0

E).

Since E ⊗ (q∗j∗x0
E)∨ is an object of CF (X × Y ), there are Nori–semistable

vector bundles V1 and V2 with

V1 ⊂ V2 ⊂
m⊕
i=1

Fi ,

where Fi ∈ TFF(X) such that

E ⊗ (q∗j∗x0
E)∨ is isomorphic to V2/V1 .

Using Lemma 3.4.17 it follows that p∗Fi ∈ TFF, and hence p∗V1 and p∗V2 are

subbundles of Nori–semistable vector bundles. Since p∗V1 and p∗V2 are degree

zero subbundles of a Nori–semistable vector bundle, it follows that p∗V1 and p∗V2

are themselves Nori–semistable. Note that p∗(V2/V1) is a degree zero subbundle

of
(⊕

p∗Fi
)
/p∗V1. This implies that E1 is an object of CF (X).

There is a natural morphism p∗(p∗(E ⊗ (q∗j∗E)∨)) −→ E ⊗ (q∗j∗E)∨ that

gives the following homomorphism:

η : p∗p∗(E ⊗ (q∗j∗x0
E)∨)⊗ q∗j∗x0

E −→ E . (3.22)

Let (x, y) be a closed point of X × Y . There is natural surjective homomor-

phism

α : p∗p∗(E ⊗ (q∗j∗x0
E)∨)(x,y) −→ H0(Y, j∗xE ⊗ (j∗x0

E)∨) .

By [BH09, Lemma 3.5], the vector bundles j∗xE and j∗x0
E over Y are isomorphic

and hence the natural homomorphism

β : H0(Y, j∗xE ⊗ (j∗x0
E)∨)⊗ (q∗j∗x0

E)(x,y) −→ E(x,y)

is surjective. The homomorphism in (3.22) induces a homomorphism

η(x,y) : p∗p∗(E ⊗ (q∗j∗x0
E)∨)(x,y) ⊗ (q∗j∗x0

E)(x,y) −→ E(x,y) . (3.23)
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Since β ◦ (α⊗ 1) = η(x,y), it follows that η(x,y) is surjective. This proves that the

homomorphism η in (3.22) is surjective. 2

Behavior under Étale Morphism

Let ψ : Y −→ X be an étale morphism of smooth projective varieties over k.

Then the following diagram

Y
FY //

ψ
��

Y

ψ
��

X
FX
// X

is Cartesian (see Proposition 3.1.13). By Lemma 3.4.9, for any n ≥ 1, there is a

canonical isomorphism

(F n
X)∗(ψ∗E) −→ ψ∗((F

n
Y )∗E) . (3.24)

Lemma 3.4.19 Let ψ : Y −→ X be an étale morphism of smooth projective

varieties over k. Let E be a Frobenius–finite vector bundle over Y . Then the

direct image ψ∗E is also a Frobenius–finite vector bundle over X.

Proof. Note that for any vector bundle V over Y , the direct image ψ∗V is a

vector bundle over X. Now, the lemma follows using the isomorphism in (3.24)

and the argument in Lemma 3.4.17. 2

Lemma 3.4.20 Let ψ : Y −→ X be an étale morphism of smooth projective

varieties over k. Let E be a vector bundle over X. Then E is an object of CF (X)

if and only if ψ∗E is an object of CF (Y ).

Proof. If E is an object of CF (X), then ψ∗E is clearly an object of CF (Y ).

Suppose that ψ∗E is an object of CF (Y ). Note that for any vector bundle V over

Y , the direct image ψ∗V is a vector bundle over X. Since ψ∗E ∈ CF (Y ), there

exist V1, V2 ∈ Ns(X) and Fi ∈ TFF(X) (i = 1, . . . , k) such that V1 ⊆ V2 ⊆ ⊕iFi
and ψ∗E ∼= V2/V1. Using Lemma 3.4.19, it follows that ψ∗Fi ∈ TFF(X). This

implies that ψ∗ψ
∗E ∈ CF (X). Since E is a Nori–semistable subbundle of ψ∗ψ

∗E,

it follows that E is an object of CF (X). 2

Lemma 3.4.21 Let ψ : Y −→ X be a finite étale morphism and E an object of

CF (Y ). Then ψ∗E is an object of CF (X).
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Proof. Without loss of generality we may assume that the morphism ψ is a

Galois covering. For, there always exists a morphism h : Z −→ Y such that

ϕ := ψ ◦ h : Z −→ X

is finite étale Galois cover. Since E is an object of CF (Y ), the pull-back h∗E is

an object of CF (Z). As ϕ is Galois, it follows that the vector bundle

ϕ∗h
∗E ∼= ψ∗(h∗h

∗E)

is an object of CF (X). Note that the direct image ψ∗E is a degree zero subbundle

of ψ∗(h∗h
∗E). Therefore, the vector bundle ψ∗E is an object of CF (X).

Now consider the following diagram

Y ×G

p
&&NNNNNNNNNNNNNN

µ

''' // Y ×X Y
p

��

p
// Y

ψ

��

Y
ψ

// X

where µ is the action of G = Gal(Y/X) on Y . Since ψ is flat, we have

ψ∗ψ∗E ∼= p∗p
∗E ∼= p∗µ

∗E .

Note that p∗µ
∗E =

⊕
g∈G

g∗E. This implies that ψ∗ψ∗E is an object of CF (Y ). By

Lemma 3.4.20, it follows that ψ∗E is an object of CF (X). 2

Proposition 3.4.22 Let ψ : Y −→ X be a surjective finite étale morphism of

smooth projective varieties over k. Then the induced homomorphism

πF (Y, y) −→ πF (X, ψ(y))

is closed immersion.

Proof. By Proposition 2.3.4(2), we need to check that if E is an object of CF (Y ),

then E is isomorphic to a Nori–semistable subquotient of an object of the form
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ψ∗E ′ with E ′ an object of CF (X). Consider the following Cartesian diagram

Y ×X Y
p

//

p

��

Y

ψ

��

Y
ψ

// X

where p denotes the natural projection. Since ψ is flat, we have ψ∗(ψ∗E) ∼=
p∗(p

∗E). Take E ′ = ψ∗E. Then, from Lemma 3.4.21 it follows that E ′ is an

object of CF (X). Since E is a sub–bundle of p∗(p
∗E), it follows that E is a degree

zero subbundle of ψ∗E ′, where E ′ is an object of CF (X). 2

Corollary 3.4.23 Let ψ : Y −→ X be a finite étale morphism of smooth projec-

tive varieties over k. If ψ∗OY = OX , then the induced homomorphism

πF (Y, y) −→ πF (X, ψ(y))

is an isomorphism.

Proof. By Proposition 3.4.8, the induced homomorphism

πF (Y, y) −→ πF (X, ψ(y))

is faithfully flat. From Proposition 3.4.22, the homomorphism πF (Y, y) −→
πF (X, ψ(y)) is a closed immersion. 2

The case of Finite Field

In this subsection, we assume that our base field k is a finite field. The following

theorem is due to Lange and Stuhler (see [LS77]):

Theorem 3.4.24 [LS77, Theorem 1.4] Let E be a vector bundle over a smooth

projective variety X defined over k. Then the following conditions are equivalent:

1. (F n
X)∗E is isomorphic to E for some n > 0.

2. E is étale trivializable.

The implication (1) ⇒ (2) also holds for smooth projective varieties defined

over an arbitrary field of positive characteristic. If E is stable vector bundle on
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a smooth projective variety defined over an algebraically closed field, then the

implication (2)⇒ (1) is proved in [BD07, Theorem 1.1].

Let X be a smooth projective variety over k. We will assume that X admits

a k–rational point. Fix a k–rational point x0 of X.

Proposition 3.4.25 There is a natural faithfully flat homomorphism

πF (X, x0) −→ πét(X, x0) .

Proof. By Theorem 3.4.24, we get a natural functor

β : C ét(X) −→ CF (X)

which is evidently fully faithful. The functor β gives a homomorphism β̃ :

πF (X, x0) −→ π1(X, x0). In view of Proposition 2.3.4(1), to prove that β̃ is

faithfully flat, it suffices to show that if F is a degree zero subbundle of an étale

trivializable vector bundle E, then F is also étale trivializable.

Since E is étale trivializable, there is a finite étale Galois covering

α : Y −→ X

such that the pull-back α∗E is trivializable. Note that α∗F is a degree zero

subbundle of α∗E. Since any subbundle of degree zero of trivializable vector

bundle is trivializable, we conclude that F is étale trivializable. 2

In general, the above homomorphism need not be an isomorphism. To see

this, we consider the following example (cf. [Bi09]). Recall that an elliptic curve

C over a field of prime characteristic p is called super–singular if the induced

homomorphism

F ∗C : H1(C,OC) −→ H1(C,OC)

vanishes. Let C be a super-singular elliptic curve defined over a finite field k. Note

that such a curve exists over a finite field. Fix a non-zero element ξ ∈ H1(C,OC).

Let

0 −→ OC −→ E −→ OC −→ 0

be the extension given by ξ.
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The cohomology class F ∗Cξ = 0 as C is super- singular. Hence, the short exact

sequence

0 −→ OC −→ F ∗CE −→ OC −→ 0

splits. Therefore, F ∗CE = OC ⊕OC . This implies that E is an object of CF (C).

Suppose that E is étale trivializable. Then by Theorem 3.4.24, there exists

a positive integer n such that (F n
C)∗E is isomorphic to E. Since the cohomology

class (F n
C)∗ξ = 0, the short exact sequence

0 −→ (F n
C)∗OC = OC −→ (F n

C)∗E ∼= E −→ OC = (F n
C)∗OC −→ 0

splits, which is not possible. Hence, E is not étale trivializable.

Proposition 3.4.26 There is a natural faithfully flat homomorphism

πF (X, x0) −→ πN(X, x0)

Proof. Let E be an essentially finite vector bundle over X. Then there is

a connected étale Galois covering β : Y −→ X such that the vector bundle

β∗E −→ Y is F–trivial (see [BH07, p. 557]). Therefore, there exists a non-

negative integer m such that (Fm
Y )∗(β∗E) is isomorphic to a trivial vector bundle

over Y . Since FX ◦ β = β ◦ FY , the vector bundle β∗((Fm
X )∗E) is isomorphic to

a trivial vector bundle over Y . This implies that (Fm
X )∗E is étale trivializable.

By Theorem 3.4.24, there is an integer n ≥ 1 such that (F n+m
X )∗E is isomorphic

to (Fm
X )∗E. This proves that any essentially finite vector bundle E over X is in

CF (X). By Proposition 2.3.4(1), we have a natural faithfully flat homomorphism

πF (X, x0) −→ πN(X, x0) .

2
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Chapter 4

Real Parabolic Vector Bundles

over a Real Curve

The notion of parabolic vector bundles over a compact Riemann surface was

introduced by C. S. Seshadri [Se77] and their moduli studied in [MS80]. In this

chapter, we consider real vector bundles with real parabolic structure over a real

curve. For a suitable ramified covering p : Y −→ X in the category of real curves,

we give the correspondence between real equivariant vector bundles over Y and

real parabolic vector bundles over X with some condition on weights.

4.1 Preliminaries

By a real curve we will mean a pair (X, σ), where X is a Riemann surface, and σ

is an anti-holomorphic involution on X. Let σC : C −→ C be the conjugate map

z 7→ z̄.

Proposition 4.1.1 A continuous involution σ : X −→ X on a Riemann surface

X is an anti-holomorphic involution if and only if for every open subset U of

X, the map σ̃ = σ̃U : OX(U) −→ OX(σ(U)) defined by f 7→ σC ◦ f ◦ σ is an

isomorphism of rings.

Proof. If σ : X −→ X is an anti-holomorphic involution, then the map σ̃U

defined as above is an isomorphism. Conversely, suppose that the map

σ̃ = σ̃U : OX(U) −→ OX(σ(U))

63
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defined by f 7→ σC◦f ◦σ is an isomorphism. For every pair of holomorphic charts

ψ1 : U1 −→ V1 ⊂ C and ψ2 : U2 −→ V2 ⊂ C on X with σ(U1) ⊂ U2, the map

ψ2 ◦ σ ◦ ψ−1
1 : V1 −→ V2

is anti-holomorphic, since σC ◦ ψ2 ◦ σ is holomorphic. This proves that the map

σ : X −→ X is an anti-holomorphic involution. 2

Real Vector Bundles

Let (X, σ) be a real curve. A real holomorphic vector bundle E −→ X is a

holomorphic vector bundle, together with an anti-holomorphic involution σE of

the total space E making the diagram

E
σE //

��

E

��

X σ
// X

commutative, and such that, for all x ∈ X, the map σE|E(x) : E(x) −→ E(σ(x))

is C-antilinear:

σE(λ · η) = λ̄ · σE(η), for all λ ∈ C and all η ∈ E(x).

A homomorphism between two real bundles (E, σE) and (E ′, σE
′
) is a homomor-

phism

f : E −→ E ′

of holomorphic vector bundles over X such that f ◦ σE = σE
′ ◦ f .

A holomorphic subbundle F of a real holomorphic vector bundle E is said to

be real subbundle of E if σE(F ) = F .

Real OX–modules

Let (X, σ) be a real curve, and let F be an OX-module. We define an OX-module

Fσ as follows. For any open subset U of X, Fσ(U) = F(σ(U)), and for every

f ∈ OX(U) and s ∈ Fσ(U), f · s = σ̃U(f)s. Note that, σU(f) ∈ OX(σ(U)),

and s ∈ F(σ(U)), therefore, f · s ∈ Fσ(U). It is easy to check that Fσ is an
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OX-module.

Let ϕ : F −→ G be a homomorphism ofOX-modules. Define ϕσ : Fσ −→ Gσ

as follows: For every open subset U of X,

ϕσU : Fσ(U) −→ Gσ(U), ϕσU = ϕσ(U)

If f ∈ OX(U), and s ∈ Fσ(U) then

ϕσU(f · s) = ϕσ(U)

(
σU(f)(s)

)
= σU(f)ϕσ(U)(s),

since ϕσ(U) is an OX(σ(U))-linear. Therefore, ϕσ(f · s) = f · ϕσU(s). It follows

that ϕσ is a homomorphism of OX-modules.

Definition 4.1.2 A real structure on an OX–module F is an OX-module homo-

morphism σF : F −→ Fσ such that (σF)
σ ◦ σF = 1F . By a real OX–module, we

mean a pair (F , σF), where F is an OX–module and σF is a real structure on an

OX–module F .

Let (F , σF) and (G, σG) be two real OX–modules. A morphism ϕ : F −→ G
of OX–modules is said to be a morphism of real OX–modules if σG ◦ϕ = ϕσ ◦σF .

We recall that a holomorphic vector bundle F on X is called semistable if for

every non-zero subbundle F ′ of F , the inequality

µ(F ′) ≤ µ(F)

is valid. If strict inequality is valid for every non-zero proper subbundle F ′, then

F is called stable. If F is a direct sum of stable vector bundles having the same

slope, then F is called polystable.

Definition 4.1.3 A real holomorphic vector bundle (E, σE) over a real curve

is said to be real semistable (respectively, real stable) if for every proper real

subbundle F of E, we have

µ(F) ≤ µ(E) (respectively, µ(F) < µ(E)).

Let (E, σE) be a real holomorphic vector bundle over a real curve (X, σ).

Then (E, σE) is said to be real polystable if E = ⊕ni=1Ei, where (Ei, σ
E|Ei) is real

stable subbundle of E satisfying µ(Ei) = µ(E) for i = 1, . . . , n.
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Remark 4.1.4 Let E be a real holomorphic vector bundle over a real curve X.

Then the corresponding locally free OX–module E is a real OX–module.

To see this, for every open subset U of X, we define

σEU : E(U) −→ E(σ(U))

by s 7→ σE ◦ s ◦ σ. Then σEU is an abelian group homomorphism. For every pair

of open subsets U and V of X with U ⊃ V , we have the following commutative

diagram:

E(U)
σEU //

ρUV
��

E(σ(U))

ρ
σ(U)
σ(V )
��

E(V )
σEV

// E(σ(V ))

For f ∈ OX(U) and s ∈ E(U), we have

σEU(fs)(σ(x)) = σE ◦ s ◦ σ(σ(x))

= σE(f(x)s(x))

= σC(f(x))σE(s(x))

σ̃U(f)σEU(s)(σ(x)) = (σC ◦ f ◦ σ)(σ(x))(σE ◦ s ◦ σ)(σ(x))

= σC(f(x))σE(s(x))

Therefore, σEU(fs) = σ̃U(f)σEU(s), for every f ∈ OX(U) and s ∈ E(U). For

s ∈ E(U), we have

σEσ(U) ◦ αU(s) = σEσ(U)(σE ◦ s ◦ σ) = σE ◦ (σE ◦ s ◦ σ) ◦ σ = s.

Conversely, if E is a locally free real OX–module then the corresponding holo-

morphic vector bundle is a real holomorphic vector bundle.

For, let E denote the corresponding vector bundle over X. Then E can be

identified with the sheaf of holomorphic sections of E. Define σE : E −→ E as

follows: Let e ∈ E. Then e ∈ E(x) and there exists a section s ∈ E(U) such

that the image of the stalk sx in E(x) is e. Let e′ denote the image of the stalk

σEU(s)σ(x) in E(σ(x)). We define σE(e) = e′. Then σE is independent of the choice
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of the section. The following diagram

E
σE //

π

��

E

π

��

X σ
// X

commutes. Since σ ◦ π = π ◦ σE, the map π ◦ σE is an anti-holomorphic map.

Since π is holomorphic, it follows that σE is an anti-holomorphic map. Note that

σ2
E = 1E. Therefore, (E, σE) is a real vector bundle over (X, σ).

4.2 Real Parabolic Vector Bundles

Definition 4.2.1 Let (E, σE) be a real vector bundle over a real curve (X, σX).

Let S be a non-empty finite subset of X such that σ(S) = S.

By real quasi-parabolic structure on (E, σE) over S, we mean for each x ∈ S,

there is a strictly decreasing flag

E(x) = F 1E(x) ⊃ F 2E(x) ⊃ · · · ⊃ F kxE(x) ⊃ F kx+1E(x) = 0

of linear subspaces in E(x) satisfying the following property:

(RP1) σE preserve the flags, i.e., σEx (F iE(x)) = F iE(σX(x)).

We define

rj = dim(F jE(x))− dim(F j+1E(x)).

The integer k is called the length of the flag and the sequence (r1, . . . rkx) is called

the type of the flag.

A real parabolic structure on (E, σE) over S is a real quasi-parabolic struc-

ture on (E, σE) over S as above, together with a sequence of real numbers

0 ≤ αx1 < · · · < αxkx < 1, which are called weights corresponding to the sub-

spaces (F 1E(x), F 2E(x), . . . , F kxE(x)), with the following property:

(RP2) the weights over x and σX(x) are same.

We set

dxE =
k∑
j=1

rjαj,

where rj = dim(F jE(x))− dim(F j+1E(x)).
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The parabolic degree, denoted by pdeg(E), is defined by

pdeg(E) = deg(E) +
∑
x∈S

dxE, (4.1)

where deg(E) denotes the topological degree of E, and we define the parabolic

slope by

pµ(E) =
pdeg(E)

rank(E)
. (4.2)

The points in S are called the real parabolic points.

Definition 4.2.2 Given two real parabolic bundles (E1, σ
E1) and (E2, σ

E2) over

(X, σX), a real parabolic morphism is a homomorphism ψ : (E1, σ
E1) −→ (E2, σ

E2)

of real vector bundles which respects the real parabolic structures, i.e., for each

real parabolic point x with the real parabolic structures on El at x for l = 1, 2

given by

El(x) = F 1El(x) ⊃ F 2El(x) ⊃ . . . F kxEl(x) ⊃ 0,

0 ≤ αl1 < αl2 < . . . αlkx < 1,

we require that ψ(x) satisfies

α1
i > α2

j =⇒ ψ(x)(F iE1(x)) ⊆ F j+1E2(x). (4.3)

An isomorphism ψ : (E1, σ
E1) −→ (E2, σ

E2) is said to be an isomorphism of

real parabolic bundles if ψ and ψ−1 are real parabolic morphisms.

Remark 4.2.3 We can replace condition (4.3) by the following equivalent con-

dition on ψ(x). Given the weight α1
i , let α2

j be the smallest weight such that

α1
i ≤ α2

j , then we require

ψ(x)(F iE(x)) ⊆ F jE2(x). (4.4)

Lemma 4.2.4 If ψ : E1 −→ E2 and ϕ : E2 −→ E3 are morphism of real parabolic

bundles, then ϕ ◦ ψ is a real parabolic morphism.

Proof. First note that ϕ ◦ ψ is a morphism of real holomorphic vector bundles.

Suppose x ∈ X is a real parabolic point. We use the notation {F n
j , α

n
j } for the

weighted flag in En at x for n = 1, 2, 3. Given the weight α1
i , let α2

j be the
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smallest weight with α1
i ≤ α2

j . Then by condition (4.4), ψ(x)(F 1
i ) ⊆ F 2

j . Also,

if α3
k is the smallest weight with α2

j ≤ α3
k, then ϕ(x)(F 2

j ) ⊂ F 3
k . Thus we see

that (ϕ ◦ ψ)(x)(F 1
i ) ⊆ F 3

k . On the other hand, let α3
k′ be the smallest weight

with α1
i ≤ α3

k′ . Since α1
i ≤ α3

k′ we see that α3
k′ ≤ α3

k. Thus F 3
k ⊆ F 3

k′ and hence

(ϕ ◦ ψ)(x)(F 1
i ) ⊆ F 3

k′ . 2

We denote by RP(X) the category whose objects are real parabolic vector

bundles on (X, σX) with parabolic structure over S, and morphisms are real

parabolic morphisms.

Remark 4.2.5 Given a short exact sequence of real holomorphic bundles over

(X, σX)

0 −→ E1
ι−→ E2

π−→ E3 −→ 0,

it is easy to see that a real parabolic structure on E2 determines a unique real

parabolic structure on E1 and E3. Conversely, real parabolic structures on E1

and E3 determine a real parabolic structure on E2. We call E1 with this canonical

real parabolic structure, a real parabolic subbundle of E2 and E3 a real parabolic

quotient (cf. [Se82], [MS80]).

Indeed, assume that we have a real parabolic structure on E2. Then at each

real parabolic point x ∈ X, we have the flag

E2(x) = F 1
2 (x) ⊃ F 2

2 (x) ⊃ · · · ⊃ F r2
2 (x) ⊃ 0

with the following weights

0 ≤ a1
2x < a2

2x < · · · < ar22x < 1.

We define the real parabolic structure on E1 as follows:

Let Hi = ι−1(F i
2(x)). Then we obtain a sequence of subspaces

H1 ⊇ H2 ⊇ · · · ⊇ Hr2 .

To obtain a strictly increasing sequence of subspaces, we can choose a subset

{i1, . . . , ir1} ⊆ {1, . . . , r2} such that

H1 = · · · = Hi1 ⊃ Hi1+1 = · · · = Hi2 ⊃ · · · ⊃ Hir1−1+1 = · · · = Hir1
.
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We set F j
1 (x) = Hij and aj1x = a

ij
2x for j = 1, . . . , r1. This gives at each real

parabolic point x ∈ X the following flag for E1(x)

E1(x) = F 1
1 (x) ⊃ F 2

1 (x) ⊃ · · · ⊃ F r1
1 (x) ⊃ 0

with the following weights

0 ≤ a1
1x < a2

1x < · · · < ar11x < 1.

Since E1 is a real subbundle of E2, we have the following commutative diagram:

E1(x) ι //

σ
E1
x
��

E2(x)

σ
E2
x
��

E1(σ(x)) ι
// E2(σ(x))

From the commutativity of above diagram, it easy to see that σE1
x (F i

1(x)) =

F i
1(σ(x)) and ai1x = ai1σ(x) for i = 1, . . . , r1. This shows that E1 with above

weighted flag structure over real parabolic points is a real parabolic vector bundle

on (X, σ) with real parabolic structure over S.

Definition 4.2.6 A real parabolic vector bundle (E, σE) is said to be real parabolic

semistable (respectively, real parabolic stable) if for every real subbundle F of the

real vector bundle E, we have

pµ(F ) ≤ pµ(E) (respectively, pµ(F ) < pµ(E)),

where F is a real parabolic subbundle of E.

We say that a real parabolic vector bundle (E, σE) is real parabolic polystable

if E is a direct sum of real parabolic stable bundles with the same slope pµ(E).

4.3 Construction of the Covering

Let (X, σX) be a real curve, and S ⊂ X be a non-empty finite subset of X such

that σ(S) = S. Consider the divisor D =
∑

x∈S x on X. Let L be the line bundle

corresponding to the divisor D on X.

We will show that the line bundle L is real holomorphic line bundle over
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(X, σX). It is enough to give a real structure on the OX-module L = OX(D).

Let U be an open subset of X, and let s ∈ Γ(U,OX(D)). Let u ∈ U and (V, z)

be a holomorphic chart centred at u, where z = x+ iy. Then, (σ(V ), zσ), where

zσ = x◦σ− iy ◦σ, is a holomorphic chart centred at σ(u). Let
∑∞

k=−n bkz
k be the

power series expansion of s with respect to a holomorphic chart (V, z). Then, the

power series expansion of s ◦ σ with respect to a holomorphic chart (σ(V ), zσ) is∑∞
k=−n bkz

k
σ. Since σ(S) = S, it follows that s ◦ σ ∈ Γ(σX(U),OX(D)).

For U ⊂ X open, we define a map

σLU : Γ(U,OX(D)) −→ Γ(σX(U),OX(D))

by s 7→ s ◦ σ. Then, σLU is well-defined, since σX(S) = S and ordx(s) =

ordσ(x)(s ◦ σ). Since σ is an involution, σLσ(U) ◦ σLU = IdL(U). Thus, we get an

OX-module homomorphism

σL : OX(D) −→ OX(D)σ

such that (σL)σ ◦σL = IdL. We denote by σL the corresponding anti-holomorphic

involution on L.

Let N ≥ 2 be a positive integer. Consider the holomorphic map

Ψ : L −→ L⊗N

given by v 7→ v⊗N

Let s ∈ H0(X,L⊗N) − {0} be a real holomorphic section such that div(s) =

ND. Let Y = Ψ−1(s(X)) and let p : Y −→ X be the restriction of the natural

projection π : L −→ X. Then, Y gets a canonical structure of a complex manifold

of dimension 1 such that p is a holomorphic map. For, notice that p−1(X \ S)

has a canonical structure of a complex manifold of dimension 1. Let y ∈ p−1(S).

Let (U ∼= D, ψ) be a holomorphic chart centred at p(y) on X. Then, there exists

a homeomorphism ϕ : V = p−1(U) −→ D such that the diagram

V
ϕ
//

p
��

@@
@@

@@
@ D

τN
��

D
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commutes. Let (V, ϕ) be a chart at y on Y . If (V1, ϕ1) and (V2, ϕ2) are two

such charts, then by using removable singularity theorem, it follows that (V1, ϕ1)

and (V2, ϕ2) are holomorphically compatible. Consequently, we get a canonical

structure of a complex manifold of dimension 1 on Y . Note that p : Y −→ X is a

finite holomorphic map of complex manifolds of dimension 1. Hence, p is an open

map. For x ∈ S, the preimage p−1(x) is singleton, and hence Y is connected.

Therefore, Y is a compact Riemann surface.

Note that

Y = {y ∈ L | y⊗N ∈ Image(s)}.

For y ∈ Y , we have y⊗N = s(x) for some x ∈ X. From this, we have

σL
N

(y⊗N) = (σL(y))⊗N = σL
N

(s(x)).

Since s is a real holomorphic section, we have σL
N

(s(x)) = s(σ(x)). It follows

that σL(y) ∈ Y . Let

σY : Y −→ Y

be the restriction of the anti-holomorphic involution σL : L −→ L. Therefore, Y

is a real curve and we have the following commutative diagram

Y
σY //

p

��

Y

p

��

X σX
// X

(4.5)

where σY : Y −→ Y is an anti-holomorphic involution.

Consider the action of the multiplicative group C∗ on the total space of L.

The action of the subgroup

µN := {c ∈ C | cN = 1}

preserves the real curve Y . Clearly, the action of µN satisfies the following: for

y ∈ Y and c ∈ µN , we have σY (c · y) = c−1σY (y). Also, note that for each

x ∈ X \ S, the cardinality of p−1(x) is N . It follows that p : Y −→ X is a Galois

covering with Galois group Γ = µN .

We summarize the above discussion in the following:
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Lemma 4.3.1 Let (X, σX) be a real curve, and S ⊂ X be a finite subset of X

with σX(S) = S. For any positive integer N ≥ 2, there exists an N-fold cyclic

cover p : Y −→ X which is ramified precisely over each point of S, such that the

following diagram

Y
σY //

p

��

Y

p

��

X σX
// X

commutes, where σY is an anti-holomorphic involution on Y . Moreover, the

action of Γ on Y has the following property:

σY (gy) = g−1σY (y) for all g ∈ Γ and y ∈ Y .

Equivariant real vector bundles

Let (Y, σY ) be a real curve. Let G be a finite group acting holomorphically and

effectively on Y . with the property that σY (gy) = g−1σY (y) for all g ∈ G.

Definition 4.3.2 Let Y be a Riemann surface, and let G be a subgroup of

Aut(Y ). An admissible chart for G at a point y ∈ Y is a chart ϕ : U −→ D on

Y centred at y such that:

• U is Gy–invariant, where Gy denotes the isotropy subgroup of G at y; and

• g(U) ∩ U = ∅ for all g ∈ G \Gy.

We call U an admissible neighbourhood of y.

Remark 4.3.3 Let Y be a Riemann surface, and let G be a properly discontin-

uous subgroup of Aut(Y ). Then the isotropy group Gy is finite and cyclic for

each y ∈ Y , and has unique generator gy such that for every admissible chart

ϕ : U −→ D at y, we have

ϕ(gy(x)) = exp(2π
√
−1/my)ϕ(x) for all x ∈ U,

where my is the cardinality of Gy. We call gy the isotropy generator at y.

Definition 4.3.4 A real G–equivariant vector bundle on (Y, σY ) consists of the

following data: a real holomorphic vector bundle (W,σW ) on (Y, σY ), and a lift

of the natural action of G on Y to W such that
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(a) the bundle projection π : W −→ Y is G-equivariant;

(b) if y ∈ Y and g ∈ G, the map Wy −→ Wg·y, given by v 7→ g · v is linear

isomorphism.

(c) the following diagram

G×W //

(inv,σW )
��

W

σW

��

G×W //W

commutes, where inv : G −→ G is an inverse map g 7→ g−1.

Let W1 and W2 are two G–equivariant real vector bundles on (Y, σY ). A real

homomorphism ϕ : W1 −→ W2 of real vector bundles is called a morphism of real

G–equivariant vector bundles if ϕ is G–equivariant map.

Definition 4.3.5 A G–equivariant holomorphic vector bundle E over a Riemann

surface Y is said to be G–semistable (respectively, G–stable) if for every proper

G–invariant coherent subsheaf F of E, we have

µ(F) ≤ µ(E) (respectively, µ(F) < µ(E)) .

Definition 4.3.6 A G–equivariant real holomorphic vector bundle (E, σE) over

a real curve is said to be G–real semistable (respectively, G–real stable) if for

every proper G–invariant real coherent subsheaf F of E, we have

µ(F) ≤ µ(E) (respectively, µ(F) < µ(E)).

A G–equivariant real holomorphic vector bundle E over a real curve Y is said

to be G–real polystable if E = ⊕ni=1Ei, where Ei is G–invariant real subbundle of

E which is G–real stable satisfying µ(Ei) = µ(E) for i = 1, . . . , n.

4.4 Correspondence

Let (X, σX) be a real curve, and let S ⊂ X be a finite subset of X such that

σX(S) = S. let N ≥ 2 be a positive integer. Let p : Y −→ X be an N -fold cyclic

ramified covering as in the Lemma 4.3.1.
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Lemma 4.4.1 Let W be a Γ–equivariant real vector bundle on (Y, σY ). Then

pΓ
∗W is a real vector bundle on (X, σX).

Proof. For U ⊂ X open, we define σ
pΓ
∗W
U : Γ

(
p−1(U),W

)Γ −→ Γ
(
σY
(
p−1(U)

)
,W
)Γ

by s 7→ σWp−1(U)(s). We first show that σp
Γ
∗W is well defined: Let y ∈ σY

(
p−1(U)

and g ∈ Γ. Then

g · σWp−1(U)(s)(y) = g · σW
(
s(σY (y))

)
.

On the other hand, we have

σWp−1(U)(s)(g · y) = σW
(
s(σY (g · y))

)
= σW

(
s(g−1 · σY (y))

)
= σW

(
g−1 · s(σY (y))

)
= g · σW

(
s(σY (y))

)
.

Hence, σWp−1(U)(s) ∈ Γ
(
σY
(
p−1(U)

)
,W
)Γ

. For f ∈ Γ(U,OX) and s ∈ Γ
(
p−1(U),W

)Γ
,

we have σ
pΓ
∗W
U (f ·s) = σWp−1(U)((f ◦p) ·s) = (f ◦p) ·σWp−1(U)(s) = f ·σp

Γ
∗W
U (s). Hence,

σp
Γ
∗W : pΓ

∗W −→
(
pΓ
∗W
)σ

is an OX–module homomorphism, which is a real struc-

ture on pΓ
∗W . 2

Lemma 4.4.2 Let E be a real vector bundle over Y . Then there is natural

isomorphism ψ : E −→ pG∗ p
∗E of real vector bundles over X.

Proof. Let U be an open subset of Y and a section s ∈ Γ(U,E). Then a section

s defines naturally a section t ∈ Γ(p−1(U), p∗E)G as follows:

t(y) = s(p(y)) for all y ∈ p−1(U).

Since p(g · y) = p(y) for all g ∈ G, a section t is G–invariant. Define

ψU : Γ(U,E) −→ Γ(p−1(U), p∗E)G = Γ(U, pG∗ p
∗E)

by ψU(s) = t. Let s ∈ Γ(U,E). Then σp
∗E ◦ ψU(s)(y) = σp

∗E ◦ ψU(s)(σY (y)) =

σp
∗E(s(p(σY (y)))) = σE(s(σX(p(y))) = σE(s)(p(y)) = ψU(σE(s)). From this, it

follows that ψ is a morphism of real vector bundles. It is enough to check that

the stalk map

ψx : Ex −→ (pG∗ p
∗E)x

is isomorphism for all x ∈ X.
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Injectivity: Let θ ∈ Ex such that ψx(θ) = 0. Then there exists a section

s ∈ Γ(U,E) such that ψU(s)x = 0, i.e., there exists an open subset V ⊂ U such

that ψU(s)|V = 0. This means that s(p(y)) = 0 for all y ∈ p−1(V ), i.e., s|V = 0.

Surjectivity: Let η ∈ (pG∗ p
∗E)x. Then there exists a section t ∈ Γ(U, pG∗ p

∗E) =

Γ(p−1(U), p∗E)G such that tx = η. Define a section s ∈ Γ(U,E) by s(x) = t(y),

where y ∈ p−1(x). Since t is G–invariant section, s is well-defined. Clearly,

ψU(s) = t and hence ψU(s)x = tx = η. 2

Remark 4.4.3 Let E be a Γ–equivariant vector bundle. Consider the following

canonical map ϕ : (pΓ
∗E)p(y) −→ Ey defined as follows:

Let θ ∈ (pΓ
∗E)p(y). Then there exists an open neighbourhood U of p(y) in X

and a section s ∈ Γ(p−1(U), E)Γ such that sp(y) = θ. Since y ∈ p−1(U), we define

ϕ(θ) = sy. Note that the map ϕ is well-defined. This canonical bijection induces

a canonical isomorphism ϕ(y) : (pΓ
∗E)(p(y)) −→ E(y).

Proposition 4.4.4 Let W be a Γ–equivariant real vector bundle over Y . Then

the vector bundle pΓ
∗W over X is a real parabolic vector bundle over X with real

parabolic structure over S.

Proof. Let W be a Γ–equivariant real vector bundle over Y . Then the invariant

direct image pΓ
∗E defines a holomorphic vector bundle over X. The real structure

on W induces a real structure on pΓ
∗W . Therefore, pΓ

∗W is a real vector bundle

over X.

Let y ∈ Y be a ramified point of p over x ∈ S, and let ξ be the isotropy

generator of Γ = Γy at y (see Remark 4.3.3). By Remark 4.4.3, the fibre W (y) is

canonically identified with the fibre pΓ
∗W (x). Note that W (y) is a Γ–module. For

the generator ξ of Γ, the distinct eigen-values of the operator ξ : W (y) −→ W (y)

will be ωk1 , . . . , ωkrx with their multiplicities n1, . . . , nrx respectively, where 0 ≤
k1 < k2 < · · · < krx < N . Let Vi be the ωki–eigenspace of ξ and define

F i
y = Vi ⊕ · · · ⊕ Vrx

with associated weight ai = ki/N for i = 1, . . . , rx. Then

pΓ
∗W (x) ' W (y) = F 1

y ⊃ F 2
y ⊃ · · · ⊃ F rx

y ⊃ F rx+1
y = 0
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is a flag with weights 0 ≤ a1 < a2 < · · · < an < 1. The multiplicity of the weight

ai is ni = dim(F i
y/F

i+1
y ). Since the following diagram

W (y)
ξy

//

σWy
��

W (y)

σWy
��

W (σ(y))
ξ−1
σ(y)

//W (σ(y))

commutes, we have

σWy (Vi) = ω−ki-eigenspace for ξ−1
σ(y) in W (σ(y)).

Let v′ be a eigenvector of ξ−1
σ(y) for the eigenvalue ω−ki . Then we have ξσ(y)(v

′) =

ωkiv′. This shows that

σWy (Vi) = ωki-eigenspace for ξσ(y) in W (σ(y)).

Therefore, we obtain a real parabolic structure on pΓ
∗W over S. 2

Proposition 4.4.5 Let (E, σE) be a real parabolic vector bundle on X with

parabolic structure over S, all of whose weights are integral multiples of 1/N .

Then there exists a Γ–equivariant real vector bundle W on Y such that (pΓ
∗W ) is

isomorphic to E as a real parabolic vector bundle.

Proof. Let E be a real parabolic vector bundle over X, i.e., for each x ∈ S

E(x) = F 1
x ⊃ F 2

x ⊃ · · · ⊃ F rx
x ⊃ 0

0 ≤ a1
x < a2

x < · · · arxx < 1,

where aix = kxi /N, 0 ≤ kxi < N , satisfying the following:

σEx (F i
x) = F i

σ(x) and aix = aiσ(x) for all i = 1, . . . , rx. (4.6)
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Consider weights 0 ≤ α1
x ≤ · · · ≤ αnx < N according to their multiplicities,

where αix = kxi /N for all i. Define a map ∆x : C∗ −→ GL(n,C) by

∆x(z) =


zk

x
1 0

. . .

0 zk
x
n



Let y be a ramified point over x. Choose admissible neighbourhoods Uy of y

and Uσ(y) of σ(y) in Y such that σ(Uy) = Uσ(y) (in case if x = σ(x) then we can

choose Uy so that σ(Uy) = Uy). We may assume that Uy’s are pairwise disjoint

and p∗E is trivial over Uy for all y ∈ p−1(S).

Let U = Y \p−1(S) and V = ∪y∈p−1(S)Uy. Consider a vector bundle E1 over U

defined by p∗E|U . Then E1 is naturally a Γ–equivariant real vector bundle over U .

For y ∈ p−1(S), let ϕy : p∗E|Uy
'−→ Uy × Cn be an isomorphism. let {e1, . . . , en}

be a flag basis for E(x)
can' p∗E(y), where x = p(y). By an isomorphism ϕy, we

get a basis of Cn which we also denote by {e1, . . . , en}. Now, consider a vector

bundle E2 over V to be a trivial vector bundle V × Cn with the following Γ–

action: τ1 : V × Cn −→ V × Cn define by τ1(z, v) = (ωz,∆x(ω)v), z ∈ Uy. Let

σV×C
n

: V × Cn −→ V × Cn be the anti-holomorphic involution induced from

p∗E. The action of Γ on E1|U∩V = (U ∩V )×Cn is given by τ12 : (U ∩V )×Cn −→
(U ∩ V )×Cn, (z, v) 7→ (ωz, v) and a vector bundle E2|U∩V = (U ∩ V )×Cn have

the following Γ–action τ21 : (U ∩V )×Cn −→ (U ∩V )×Cn defined by τ21(z, v) =

(ωz,∆x(ω)v), z ∈ Uy ∩ U. Define a map δ : (U ∩ V ) × Cn −→ (U ∩ V ) × Cn by

δ(z, v) = (z,∆x(z)v), z ∈ Uy ∩ U. Then the following diagram commutes:

(U ∩ V )× Cn τ12 //

δ
��

(U ∩ V )× Cn

δ
��

(U ∩ V )× Cn
τ21

// (U ∩ V )× Cn

For, let (z, v) ∈ (U ∩ V )× Cn. If z ∈ Uy ∩ U , then we have

δ ◦ τ12(z, v) = δ(ωz, v)

= (ωz,∆x(ωz)v)
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and
τ21 ◦ δ(z, v) = τ21(z,∆x(z)v)

= (ωz,∆x(ω)∆x(z)v)

This implies that δ ◦ τ12(z, v) = τ21 ◦ δ(z, v). Therefore, δ ◦ τ12 = τ21 ◦ δ.

Similarly, the following diagram commutes:

(U ∩ V )× Cn σ12 //

δ
��

(U ∩ V )× Cn

δ
��

(U ∩ V )× Cn
σ21

// (U ∩ V )× Cn

where σ12 = σ21 = σV×C
n|(U∩V )×Cn . For, let (z, v) ∈ (U ∩ V )×Cn. If z ∈ Uy ∩U ,

we have
δ ◦ σ12(z, v) = δ(z̄, σV×C

n
(v))

= (z̄,∆σ(x)(z̄)σV×C
n
(v))

and
σ21 ◦ δ(z, v) = σ21(z,∆x(z)v)

= (z̄, σV×C
n
(∆x(z)v))

From (4.6), it follows that δ ◦ σ12 = σ21 ◦ δ.

By glueing, we obtain a Γ–equivariant real vector bundle W over Y . From

Lemma 4.4.2, we have an isomorphism ψ′ : E −→ pΓ
∗p
∗E of real vector bundles.

We define ψ : E −→ pΓ
∗W as follows: For U ⊂ X open and a section s ∈

Γ(U,E), we define ψU(s) : p−1(U) −→ W by ψU(s)(y) = [ψ′U(s)(y)]. By the

construction of W and the fact that ψ′U(s) ∈ Γ(p−1(U), p∗E)Γ, it follows that

ψU(s) ∈ Γ(p−1(U),W )Γ. From the proof of the Lemma 4.4.2, it follows that ψ is

an isomorphism of real vector bundles. From the construction of W , we conclude

that ψ is an isomorphism of real parabolic vector bundles. 2

Let RP(X,N) denote the full sub-category of RP(X) whose objects are real

parabolic vector bundles on (X, σX) with parabolic structure over S having the

property that all the weights are integral multiples of 1/N . Let REΓ(Y ) denote

the category whose objects are all Γ–equivariant real vector bundles on (Y, σY )

and morphisms are morphisms of Γ–equivariant real vector bundles.

Theorem 4.4.6 There is a canonical functor Ψ : RP(X,N) −→ REΓ(Y ) which

is an equivalence of categories.
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Proof. We first define a functor Ψ : REΓ(Y ) −→ RP(X,N) as follows: Let W

be a Γ–equivariant real vector bundle on Y of rank n. Then pΓ
∗W is a locally

free sheaf of rank n on X. The real structure on W induces a real structure on

pΓ
∗W (see Lemma 4.4.1). We define Ψ(W ) to be the corresponding real vector

bundle on X. By Proposition 4.4.4, we obtain a real parabolic structure on Ψ(W )

with real parabolic structure over S having the property that all the weights are

integral multiple of 1/N . This implies that Ψ(W ) is an object of RP(X,N). Let

ϕ : W1 −→ W2 be a morphism in REΓ(Y ). Then Ψ(ϕ) : Ψ(W1) −→ Ψ(W2) is

defined as follows: For U ⊆ X open and a section s ∈ Γ(U,Ψ(W1)), we define

Ψ(ϕ)U(s) := ϕp−1(U)(s).

Since ϕ is Γ–equivariant, ϕp−1(U)(s) ∈ Γ(p−1(U),W2)Γ. Therefore, Ψ(ϕ) is well-

defined. For U ⊂ X open and s ∈ Γ(p−1(U),W1)Γ, we have

Ψ(ϕ)σσY (p−1(U))(σ
pΓ
∗W1(s)) = ϕ ◦ σW1 ◦ s ◦ σY

and

σ
pΓ
∗W2

p−1(U)(Ψ(ϕ)U(s)) = σW2 ◦ ϕ ◦ s ◦ σY .

Since σW2 ◦ ϕ = ϕ ◦ σW1 , we conclude that Ψ(ϕ) is a morphism of real vector

bundles on X.

Let x ∈ S be a real parabolic point. Then we have

Ψ(W1)(x) = F 1
1 ⊃ F 1

2 ⊃ · · · ⊃ F 1
r1
⊃ 0

with weights 0 ≤ a1 < a2 < · · · < ar1 < 1, where a1
i = ki/N and

Ψ(W2)(x) = F 2
1 ⊃ F 2

2 ⊃ · · · ⊃ F 2
r2
⊃ 0

with weights 0 ≤ b1 < b2 < · · · < br2 < 1, where bj = hj/N .

To show that Ψ(ϕ) is a morphism of parabolic vector bundle, we must show

that Ψ(ϕ)(x) satisfy condition

Ψ(ϕ)(x)(F 1
i ) ⊂ F 2

j+1 whenever ai > bj.
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Equivalently, writing Ψ(ϕ)(x) = (Ψ(ϕ)ij(x)) in terms of flag bases of Ψ(W1)(x)

and of Ψ(W1)(x), it requires that Ψ(ϕ)ij(x) = 0 whenever αi > βj, where 0 ≤
α1 ≤ · · · ≤ αm < 1 and 0 ≤ β1 ≤ · · · ≤ βn < 1 are the weights repeated according

to their multiplicities.

Choose an admissible neighbourhood Uy of y in Y . We may assume that

Uy ' D with W1 ' D × Cm and W2 ' D × Cn. Choose a basis {e1, . . . , em} for

Cm and {d1, . . . , dn} for Cn so that the action of ξ on Cm is given by
ωk1 0

. . .

0 ωkm


where 0 ≤ k1 ≤ · · · ≤ km < N and the action of ξ on Cn is given by

ωh1 0
. . .

0 ωhn


where 0 ≤ h1 ≤ · · · ≤ hn < N . It follows that {e1, . . . , em} and {d1, . . . , dn} gives

flag basis for Ψ(W1)(x) and Ψ(W2)(x) respectively. Now a Γ–invariant section of

W1 on Uy can be given by a Γ–equivariant holomorphic map f : D −→ Cm in

these coordinates. We can write

f(z) =
∑
i

fi(z)ei

in terms of the basis {e1, . . . , em}. Since ξ · f · ξ−1(z) = f(z), we have

fi(z) = ωkifi(ωz).

Write

fi(z) =
∞∑
l=0

alz
l.

Then we have

f li (z) =
∞∑
k=l

akz
k−l
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and

ωkif li (ωz) = ωki
∞∑
k=l

al(ω)2k−lzk−l.

Evaluating at z = 0, we have al = al(ω)lωki which implies that al = 0 unless

l ≡ ki(modN). Therefore, each fi(z) satisfies

fi(z) = zki
∞∑
l=0

bl(z
N)l = zki f̂i(z

N)

where f̂i(z
N) can be consider as a section of Ψ(W1) near x. Since ϕ is Γ–

equivariant, ϕU(s) = t is Γ–invariant section of W2 on Uy. Applying the above

consideration to t, we get

gj(z) = zhj ĝj(z
N), where ĝj(z

N) =
∞∑
k=0

ck(z
N)k.

We write ϕU as the matrix (ϕij). Then we have∑
i

ϕij(z)fi(z) = gj(z) = zhj ĝj(z
N)

Write Ψ(ϕ) also as a matrix (Ψ(ϕ)ij) near x then we have∑
i

ϕij(z)zki f̂i(z
N) =

∑
i

zhjΨ(ϕ)ij(z
N)f̂i(z

N).

From this, it follows that

ϕij(z) = zhj−kiΨ(ϕ)ij(z
N). (4.7)

Since ϕij(z) is bounded as z −→ 0, we get

Ψ(ϕ)ij(x) = 0 whenever hj < ki. (4.8)

Therefore, we obtain a canonical functor Ψ : REΓ(Y ) −→ RP(X,N). Let ϕ1

and ϕ2 are morphism from W1 to W2 in REΓ(Y ). Suppose that Ψ(ϕ1) = ψ(ϕ2).

Let y ∈ Y and θ ∈ (W1)y. Since (W1)y is canonically isomorphic to (pΓ
∗W1)x,

there exists a section s ∈ Γ(p−1(U),W1)Γ, where y ∈ p−1(U) and x ∈ U ⊂ X,

such that sy = θ. Since Ψ(ϕ1) = ψ(ϕ2), it follows that (ϕ1)y(θ) = (ϕ2)y(θ).
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This implies that ϕ1 = ϕ2. Conversely, given a real parabolic homomorphism

ψ : Ψ(W1) −→ Ψ(W2), we define ϕ : W1 −→ W2 near y using the equation (4.7).

Since ψ is real parabolic morphism, ϕ is well defined. This proves that Ψ is fully

faithful functor. To show that Ψ is an equivalence of categories, we only need to

check that Ψ is essentially surjective, which follows from the Proposition 4.4.5.

2

Proposition 4.4.7 A real parabolic vector bundle (E, σE) in RP(X,N) is real

parabolic semistable if and only if the corresponding Γ–equivariant real vector

bundle W on Y is semistable in the usual sense.

Proof. Let E be real parabolic semistable vector bundle over X. Let W be the

corresponding Γ–equivariant real vector bundle over Y . Note that

pdeg(E) =
deg(W )

N
, (4.9)

where N is the order of the Galois group of the covering p : Y −→ X (see [Se70,

p. 165]). Let

0 = W0 ⊂ W1 ⊂ W2 ⊂ · · · ⊂ Wl−1 ⊂ Wl = W

be the Harder–Narasimhan filtration of W . Since σW : W −→ W σ is an isomor-

phism, we have the following filtration

0 = σW (W0) ⊂ σW (W1) ⊂ σW (W2) ⊂ · · · ⊂ σW (Wl−1) ⊂ σW (Wl) = W σ . (4.10)

We also have another filtration

0 = W0
σ ⊂ W1

σ ⊂ W2
σ ⊂ · · · ⊂ Wl−1

σ ⊂ Wl
σ = W σ . (4.11)

Since filtrations in (4.10) and (4.11) of W σ satisfy the conditions of the Harder–

Narasimhan filtration, by the uniqueness of the Harder–Narasimhan filtration we

conclude that

σW (Wi) = Wi
σ

for all i = 1, . . . l. Thus, W1 is a real semistable subbundle of W . Similarly, by

the uniqueness of W1 it follows that W1 is left invariant under the action of Γ on

W . Therefore, W1 is G–equivariant real semistable subbundle of W . For every

subsheaf F of W , we have µ(F) ≤ µ(W1). By the correspondence, pΓ
∗W1 is real
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parabolic subbundle of E. Since E is real parabolic semistable, using (4.9), we

have

µ(W1) ≤ µ(W ).

Since W1 is maximal semistable subbundle of W , we have µ(W1) = µ(W ). This

proves that W is semistable.

Conversely, assume that W is semistable. Let F be a proper real parabolic

subbundle of E. Let V be a corresponding Γ–equivariant real vector bundle

over Y . By the construction, it follows that V is a Γ–equivariant real subbundle

of W . Since W is semistable, we have µ(V ) ≤ µ(W ). Using (4.9), we have

pµ(F ) ≤ pµ(E). This shows that E is real parabolic semistable. 2

Remark 4.4.8 Using (4.9), it can be easily seen that a real parabolic vector

bundle E is real parabolic stable if and only if the corresponding Γ–equivariant

real vector bundle W is Γ–real stable. Consequently, a real parabolic vector bun-

dle E is real parabolic polystable if and only if the corresponding Γ–equivariant

real vector bundle W is Γ–real polystable.







Appendix A

Category Theory

In this appendix, we will recall some facts in category theory, which are used in

this thesis.

A:1 A category C is said to be an additive category if

(a) there exists a zero object in C,

(b) there exist finite coproducts in C, and

(c) each of the morphisms sets HomC(A,B) carries the structures of an

abelian group such that the composition of morphisms is bilinear with

respect to the addition of these groups.

A:2 Let C be an additive category. Let f : A −→ B be a morphism in C. Then

we have the following commutative diagram

Ker(f)
q
// A

p
//

f

��

CokKer(f)

h
��

Cok(f) B
p′
oo KerCok(f)

q′
oo

where h is uniquely determined by f .

An additive category with kernels and cokernels, where for each morphism

f the uniquely determined morphism h : CokKer(f) −→ KerCok(f) is an

isomorphism, is called an abelian category.

A:3 Recall that a subcategory of a category C is a category C ′ which satisfies the

following conditions:

(a) Ob(C ′) ⊂ Ob(C).

(b) For all X, Y ∈ Ob(C ′), we have HomC′(X, Y ) ⊂ HomC(X, Y ).

(c) For all X ∈ Ob(C), the identity morphism of X in C ′ equals the identity

morphism of X in C.

87
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(d) For all X, Y, Z ∈ Ob(C ′), the composition function

HomC′(Y, Z)× HomC′(X, Y )→ HomC′(X,Z)

is the restriction of the composition function

HomC(Y, Z)× HomC(X, Y )→ HomC(X,Z).

A:4 We say that a subcategory C ′ of a category C is a full subcategory of C if for

all X, Y ∈ Ob(C ′), we have HomC′(X, Y ) = HomC(X, Y ).

A full subcategory C ′ is called strict full subcategory if for any object X, all

objects isomorphic to X belong to Ob(C ′).

A:5 Let F,G : C → D be functors, and ϕ : F → G be a morphism of functors.

Then, ϕ is an isomorphism of functors if and only if for all X ∈ Ob(C) the

morphism ϕ(X) : F (X)→ G(X) is an isomorphism of objects in D.

A:6 Let C and D be two categories, and let F : C → D be a functor. Then we

get a new functor HomD(•, F (•)) : Dop×C → Set defined by the following

assignments:

(a) For all (Y,X) ∈ Ob(Dop × C)

HomD(•, F (•))(X, Y ) = HomD(Y, F (X)).

(b) If (Y,X) and (Y ′, X ′) are objects in Dop × C, the function

Hom((Y,X), (Y ′, X ′))→ Hom(HomD(Y, F (X)),HomD(Y ′, F (X ′)))

(gop, f) 7→ Hom(g, F (f))

is given by

Hom(g, F (f))(u) = F (f) ◦ u ◦ g

for all morphisms g : Y ′ → Y in D, f : X → X ′ in C, and u : Y →
F (X) in D.

If G : D → C is a functor then, HomC(G(•), •) : Dop × C → Set can be

similarly defined.
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A:7 Let C and D be two categories, and let F : C → D and G : D → C be two

functors. We say that G is a left adjoint of F , or that F is a right adjoint

of G, if there exists an isomorphism

ϕ : HomD(•, F (•))→ HomC(G(•), •)

of functors Dop × C → Set; in that case, ϕ is called an adjunction between

F and G.

A:8 By A:5 the adjunction ϕ attaches to each object (Y,X) in Dop × C, a

bijection of sets

ϕ(Y,X) : HomD(Y, F (X))→ HomC(G(Y ), X) (4.12)

which is functorial in Y and X, i.e., if g : Y ′ → Y is a morphism in D, and

if f : X → X ′ is a morphism in C, then the diagram

HomD(Y, F (X))
ϕ(Y,X)

//

Hom(g,F (f))
��

HomC(G(Y ), X)

Hom(G(g),f)
��

HomD(Y ′, F (X ′))
ϕ(Y ′,X′)

// HomC(G(Y ′), X ′)

commutes.

A:9 By substituting Y = F (X) in (4.12) we get,

ϕ(F (X), X) : HomD(F (X), F (X))→ HomC(G(F (X)), X).

Recall that ϕ(X,F (X))(1F (X)) is the counit morphism of X with respect

to the adjunction ϕ. We will denote it by σX . For every object Y in D, the

unit morphism of Y with respect to the adjunction ϕ, is defined to be the

morphism ρY : Y → F (G(Y )) in D such that

ϕY,G(Y )(ρY ) = 1G(Y ).

A:10 A functor F : C → D is said to be faithful (respectively, full, fully faithful)
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if for all X,X ′ ∈ Ob(C), the function

HomC(X,X
′)→ HomD(F (X), F (X ′))

is injective (respectively, surjective, bijective). A functor F : C → D is

essentially surjective if for every object Y in D, there exists an object X in

C such that F (X) is isomorphic to Y . A functor F : C → D is said to be

an equivalence of categories if there exists a functor G : D → C such that

G ◦ F ∼= 1C and F ◦G ∼= 1D.

A:11 A functor F : C → D is an equivalence of categories if and only if it is fully

faithful and essentially surjective.

A:12 Let C be a category. Then for every object Y ∈ C, we get the functor Hom,

Hom(•, Y ) : Cop → Set,

which is defined by the following assignments:

(a) Ob(Cop)→ Ob(Set), X 7→ HomC(X, Y ).

(b) If X and X ′ are objects in Cop, then

HomCop×C(X,X
′)→ HomSet(HomC(X, Y ),HomC(X

′, Y ))

uop 7→ Hom(u, Y ) := Hom(u,1Y ),

where Hom(u,1Y )(w) = w◦u for u ∈ HomC(X
′, X) and w ∈ HomC(X, Y ).

It is easy to verify that Hom(•, Y ) : Cop → Set is indeed a functor.

A:13 Let C be a category. We say that a functor F : Cop → Set is representable

if there exists an object Y ∈ Ob(C) such that F ∼= Hom(•, Y ). An object

Y ∈ Ob(C) is called a representing object for F ; we also say that F is

representable by Y . By Yoneda embedding, a representing object is unique

up to a canonical isomorphism.

A:14 Let C be a category, and let F : Cop → Set be a functor. Let Y ∈ Ob(C).
An element ξ ∈ F (Y ) is called a universal element for F if it satisfies the

following condition: for every object X ∈ Ob(C) and for every element



§A. Category Theory 91

µ ∈ F (X), there exists a unique morphism w : X → Y in C such that

µ = F (w)(ξ).

A:15 If a functor F : C → Set is representable by X, then there exist a universal

element ξ ∈ F (X) for F . A representation of F is a pair (X, ξ), where

X ∈ Ob(C), and ξ ∈ F (X) is a universal element for F .

A:16 Let C be a category, and let S be an object in C. Then, an S-object, or an

object over S, is a pair (X, u), where X is an object in C, and u : X −→ S

is a morphism in C, called the structure morphism.

An S-morphism, or a morphism over S, from an S-object (X ′, u′) to another

(X, u) is a morphism f : X ′ −→ X in C, such that the diagram

X ′
f
//

u′
  B

BB
BB

BB
B X

u

��

S

commutes. We thus get a category C/S of S-objects and S-morphism. This

category has a final object (S, 1S). If X and Y are S-objects, HomC/S(X, Y )

is also denoted by HomS(X, Y ).

A:17 If (X, u) and (Y, v) are S-objects, then a fibred product of X and Y over S is

a product of X and Y in C/S. It is therefore, a triple (X×SY, p1, p2), where

X ×S Y is an S-object, and p1 : X ×S Y −→ X and p2 : X ×S Y −→ Y are

S-morphisms, called the canonical projections with the following universal

property: For every S-object T , the function

HomS(T,X ×S Y ) −→ HomS(T,X)× HomS(T, Y )

h 7→ (p1 ◦ h, p2 ◦ h)

is a bijection. Equivalently, for every object T in C, and for every pair of

morphisms f : T −→ X and g : T −→ Y in C such that u ◦ f = v ◦ g, there
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exists a unique morphism h : T −→ X ×S Y such that the diagram

X
u

''NNNNNNN

T

f --

g
11

h // X ×S Y
))SSSSSSSS

55kkkkkkk
S

Y
v

77ppppppp

commutes. We denote h by (f, g)s or just (f, g).

The fibred product of two S-objects, if it exists, is unique up to a canonical

isomorphism. If S is a final object in C, then a fibred product over S is a

product in C. If C = Set, the all fibred product exists in C.

A:18 We say that a diagram in C

Z
ϕ
//

ψ

��

X

u

��

Y v
// S

is Cartesian if

(a) it is commutative, and

(b) the triple (Z, ϕ, ψ) is a fibred product of (X, u) and (Y, v) over S, or

equivalently, the function

HomS(T, Z) −→ HomS(T,X)× HomS(T, Y )

h 7→ (ϕ ◦ h, ψ ◦ h)

is a bijection for every S-object T .

A:19 Let (X, u) and (Y, v) be two S-objects. Then we have a functor F : Cop −→
Set which maps

T 7→ HomC(T,X)×HomC(T,S) HomC(T, Y ) ,

where the fibred product on the right side is with respect to the functions

Hom(T, u) : Hom(T,X) −→ Hom(T, S)
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Hom(T, v) : Hom(T, Y ) −→ Hom(T, S) .

A triple (X ×S Y, p1, p2) is a fibred product of X and Y over S iff the

object X ×S Y in C represents the functor F , and (p1, p2) ∈ F (X ×S Y ) is

a universal element, that is, for every object T in C, the function

HomC(T,X ×S Y ) −→ F (T )

h 7→ (F (hop)(p1, p2))

is a bijection. Equivalently, for every object T in C,
(
HomC(T,X ×S

Y ),Hom(T, p1),Hom(T, p2) is a fibred product of Hom(T,X) and Hom(T, Y )

over Hom(T, S) in Set.

A:20 Let C be a category with a final object S. We assume that finite products

exist in C. A group object of C is an object G of C, together with a functor

Cop −→ Grp into the category of groups, whose composite with forgetful

functor Grp −→ Set is isomorphic to HomC(•, G). Equivalently, a group

object is an object G, together with a group structure on HomC(X,G) for

each object X of C, so that the function f ∗ : HomC(Y,G) −→ HomC(X,G)

associated with an arrow f : X −→ Y in C is always a homomorphism of

groups.

A group object in the category of topological spaces is called a topological

group. A group object in the category of schemes over a scheme S is called

a group scheme over S.
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