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❝ ❞

The universe is a procession
with measured and beautiful motion.

— Walt Whitman,Leaves of Grass, 1855.

Pandit, your thoughts are all untrue:
there is here no universe and no creator.

— Kabir, Bijak, 1515.
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Abstract

Research presented in this thesis follows two threads in the broad area of cosmology:
(1) properties of the intergalactic medium (IGM), and (2) formation of galaxies and their
evolution.

Mainly from observations of absorption systems in high-redshift quasar spectra, the
intergalactic medium has been inferred to be ionized, as well as chemically enriched, up
to redshift ofz ≃ 6. It is natural to imagine an epoch of reionization in which the post-
recombination IGM was ionized due to radiation from star-forming galaxies, which also
enriched the IGM. Reionization has been the focus of large amount of theoretical and
observational research in the last decade, much of which hasmodelled it in various cos-
mological and structure formation scenarios. With this in mind, this thesis deals with
the following issues: (1) the inverse problem of constraining early star formation from
reionization-related observations; and (2) developing self-consistent models of reioniza-
tion and suggesting new observables. In particular, we study reionization and reheating
of the IGM in overdense regions to probe the role of overdensities in observations of
luminosity function of high redshift galaxies.

In addition to IGM evolution, understanding how observed small scale structure,
including galaxies, can emerge in the well-accepted Cosmological Constant-Cold Dark
Matter (ΛCDM) cosmological model is an important open problem. First models of how
galaxy formation occurs in an expanding universe were studied in the 1970s [White &
Rees, 1978; Binney, 1977]. Such models are dealt with in the second thread of this
thesis. We have developed a numerical code that implements asemi-analytic model of
galaxy formation on top of a dark matter N-body simulation. This model includes merg-
ers of dark matter haloes, mergers of galaxies, cooling of baryons, formation of satel-
lite galaxies, and consistent population synthesis, apartfrom information about spatial
distribution. This thesis includes (1) predicting the evolution of the neutral hydrogen
content and its large scale distribution in the universe over a range of redshifts, and (2)
a study of assembly of supermassive black holes in nuclei of high redshift galaxies.

Following sections describe above work in more detail. Publications included in the
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thesis are listed later.

Evolution of the IGM

Several observations, primarily the absence of a Gunn-Peterson trough in spectra of
objects up toz ≈ 6, indicate that the IGM is devoid of neutral hydrogen in this redshift
range [Fan, 2006]. Furthermore, intervening absorption systems with elements heavier
than Helium, most commonly Carbon, Nitrogen, Silicon and Iron, but also others, have
been observed up to this high redshift [Songaila, 2001]. Theobserved evolution of the
ionization state and chemical enrichment of the IGM at high redshift is an important
clue about the origin of ionizing radiation and metals. In order to study this, we build
analytic models incorporating the relevant physics, and draw constraints from available
observations.

IGM reionization and enrichment

We use a simplified approach for studying formation of stars in collapsed haloes and the
resulting ionization and enrichment of the IGM. We considera set ofΛCDM models al-
lowed by observations of CMB temperature and polarization anisotropies for this study
and constrain parameters related to star formation with thehelp of observations. We
constrain subsets of these parameters independently by using the observed metallicity
of the IGM atz ≈ 5 and the requirement that the Thomson scattering optical depth due
to an ionized IGM as determined for the model from CMB observations be reproduced.
We consider a range of initial metallicities for star forming gas, and variations of the
initial mass function (IMF) of stars.

We find that a ‘normal’ initial mass function (IMF) may satisfy these two constraints
with a raised efficiency of star formation as compared to thatseen in the local universe.
We also find that observations require a significant fractionof metals to escape from
haloes into the IGM. We can also place constraints on the ratio of escape fraction for
metals and ionizing photons and find that this ratio is of order unity for most models.
Ultra-high mass stars or AGNs may not simplify models of reionization in that these
may produce more ionizing photons but do not contribute to production of metals and
hence these help in reducing only the escape fraction for ionizing photons. However,
suppression of very low mass stars is helpful in that it increases the production of metals
as well as ionizing photons and hence leads to a reduction in both escape fractions. Such
a change is also warranted by observations of metal poor halostars in the Galaxy [Bagla,
Kulkarni & Padmanabhan, 2009].

The most important conclusion of this work is that star formation without a signifi-
cant evolution of the IMF is sufficient for satisfying the twoconstraints considered here.
The escape fractions, and/or the star formation efficiency is required to be higher than
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what we see in local galaxies. One can consider other sourcesof ionizing radiation,
indeed at least some of these must be present. But as we have pointed out, these help
in reducing only the escape fraction for ionizing radiationas none of the other potential
sources help in transporting enriched material from the interstellar medium (ISM) to the
IGM. This highlights the significance of the constraint arising from IGM enrichment for
epoch of reionization studies.

Probing radiative feedback at high redshift

Observations of galaxy luminosity function at high redshifts typically focus on fields
of view of limited size preferentially containing bright sources. These regions possibly
are overdense and hence biased with respect to the globally averaged regions. We study
the reionization and thermal history of the universe in overdense regions by refining
our reionization model described above to include several physical processes, following
earlier work [Choudhury & Ferrara, 2005].

We find that reionization proceeds differently in overdenseregions. Overdense re-
gions are ionised earlier because of enhanced number of sources and star formation. In
addition, these regions have higher temperatures because of enhanced recombinations
and hence the effect of radiative feedback is enhanced too. In particular, the shape of
the galaxy luminosity function for biased regions is very different from that for average
regions. There is a significant enhancement in the number of high-mass galaxies be-
cause of bias, while there is a reduction in low-mass galaxies resulting from enhanced
radiative feedback. Also, because of the enhanced feedback, luminosity function in
overdense regions is more sensitive to reionization history compared to average regions.
The effect of radiative feedback shows up at absolute AB magnitudesMAB & −17 in
these regions, while it occurs at much fainter magnitudesMAB ∼ −12 for average
regions [Kulkarni & Choudhury, 2011]. This order of magnitude change, visible for ab-
solute AB magnitudeMAB & −17 atz = 8 in the overdense-region luminosity function
should be detectable with the James Webb Space Telescope (JWST) in near future. This
will serve as an additional probe of radiative feedback and hence reionization at high
redshifts.

Galaxy formation and evolution

Formation of galaxies is a crucial ingredient of models of reionization. In the models
described above, galaxy formation is implemented by calculating the mass function
of dark matter haloes (number of haloes per unit volume as a function of halo mass)
and their formation rates (number of haloes created per unitvolume per unit time),
and accounting for the baryonic processes like cooling and feedback to populate haloes
with galaxies. In this thesis, we study the problem of calculating formation rate of
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haloes for the Sheth-Tormen form of the mass function. We calculate this rate of haloes
and compare it with N-body simulations. Next, in order to calculate various quantities
beyond their global average, as is done in the above models, we implement a detailed
semi-analytic model of galaxy formation on top of a dark matter N-body simulation.
Finally, we also consider the problem of assembly of supermassive black holes in these
galaxies.

Mass function and formation rates of dark matter haloes

We consider the issue of deriving analytic estimates of formation rates of dark mat-
ter haloes [Mitra et al., 2011]. The commonly used Sasaki prescription [Sasaki, 1994]
gives unphysical results when applied to the Sheth-Tormen form of mass function. We
develop a new prescription to calculate halo formation rate, using excursion set formal-
ism but avoiding the assumption of scale invariance of halo destruction rate efficiency
made by Sasaki. In our prescription, we introduce a parameter ǫ, the smallest fractional
change in mass of a halo before we consider it as destruction of the old halo and forma-
tion of a new halo. We show that the halo destruction rate is not independent of mass
even for power law models and hence the basis for the Sasaki ansatz does not hold. Two
prominent features of the halo destruction rate are the rapid fall at large masses, and
a pronounced peak close to the scale of non-linearity. The peak is more pronounced
for smaller values ofǫ. Using the excursion set approach for the Sheth-Tormen mass
function leads to positive halo formation rates, unlike thegeneralization of the Sasaki
ansatz where formation rate at some mass scales is negative.

We compare the destruction rate and the halo formation rate computed using the
excursion set approach with N-Body simulations. We find that our approach matches
well with simulations for all models, at all redshifts, and also for different values of
ǫ. In some cases there are deviations between the simulationsand the theoretical esti-
mate. However, these deviations are much smaller for the excursion set based method
as compared to the Sasaki method. We also study sources of these small deviations.

Post-reionization H I distribution

In addition to considering globally averaged analytical models of the kind discussed
above, we also perform semi-analytic simulations of galaxyformation that allow us to
go beyond the average and consider, for example, the effect of clustering on galaxy
properties.

We have developed a semi-analytic model of galaxy formationthat takes many phys-
ical processes into account by using the output of dark matter N-body simulations.
Merger trees of dark matter haloes are obtained from the simulations and baryonic
physics is then implemented in each halo. This involves models of star formation and
evolution, gas heating and cooling, supernova feedback, dynamical friction effects on
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satellite galaxies, and major and minor mergers of galaxies. As a first application of this
model, we study the distribution of neutral hydrogen (HI) in post-reionization universe.
Whereas almost all of the matter in pre-reionization universe is in the form of neutral
hydrogen, much of the hydrogen in the IGM is ionized during the epoch of reionization.
As a result, after reionization, most neutral hydrogen is confined to the ISM of galaxies
and in small-scale, partially ionized clumps in the IGM. This shows that a consistent
model of galaxy formation is valuable in understanding distribution post-reionization
neutral hydrogen. In turn, this will be important for futureobservations of the 21cm
power spectrum with experiments like Low Frequency Array (LOFAR) and the interfer-
ometric array at Ooty Radio Telescope (ORT) which aim to observe fluctuations in this
distribution. (Post-reionization observations with the 21cm line correspond roughly to
observations at frequencies higher than 100 MHz.)

This problem has been tackled in the literature before [Bagla, Khandai & Datta,
2010]. However, neutral hydrogen has been prescriptively,rather than self-consistently,
assigned to host dark matter haloes of galaxies. Thus most current work does not take
key processes of baryonic evolution into account. Some workexists on distribution of
cold gas at low redshifts (z . 2) using models of galaxy formation [Kim et al., 2011].
We extend these results to higher redshifts to understand what future observations of
neutral hydrogen will imply for galaxy evolution.

Growth of SMBHs in galactic nuclei

Supermassive black holes (SMBHs) are known to exist in the bulge components of al-
most every massive galaxy in the local universe. These SMBHs have interesting correla-
tions with the properties of the bulge that they inhabit. Moreover, observations ofz ≈ 6
quasars imply that SMBHs already existed at that high redshift. Still, the assembly of
these SMBHs is an ill-understood subject.

We study the dynamical aspect of SMBH assembly by examining the formation of
groups of multiple SMBHs in gas-poor galactic nuclei due to the high merger rate of
galaxies at high redshifts. With simple estimates of the characteristic time scales, we
show that systems with more than two SMBHs are generally expected to exist in the
merger history of a Milky Way-mass galaxy forz & 1. We then calculate the relative
likelihood of binary, triple, and quadruple SMBH systems, byconsidering the timescales
for relevant processes and combining merger trees with accurate direct summation N-
body simulations for the dynamics of stars and SMBHs in galactic nuclei. We show
that halos that have mass≈ 1015 M⊙ at z = 0 will generally have more than two
closely interacting SMBHs at aroundz ≈ 5. We study the dynamics of these systems
and show that many of them can survive for several Myr before slingshot effects and
gravitational wave recoil deplete them. Most of these high mass galaxies are left with a
single SMBH atz = 0. The existence of multiple SMBH systems leads to an enhanced
rate of tidal disruption of stars, to modified gravitationalwave signals compared to
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isolated BH binaries, and to slingshot ejection of SMBHs from galaxies at high speeds.
High mass galaxies (M & 1014 M⊙ at z = 0) are generically expected to have

had compact multiple SMBH systems in their nuclei during their assembly history. Al-
though they undergo major mergers, galaxies comparable to the Milky Way in mass
(≈ 1012 M⊙) rarely have more then two SMBHs in their nuclei at any moment in their
assembly history. Both categories of galaxies are rarely expected to retain more than
two SMBHs in their nuclei at the present epoch. Within our model, SMBH coalescence
is common and in galaxies with smaller mass, the subsequent recoil due to anisotropic
gravitational wave emission often results in escaping SMBHs. Some of these SMBHs
add to the wandering population of black holes in the galactic halo. In a few cases,
this process also results in galactic nuclei with no SMBH neartheir centres. In larger
galaxies, BH-BH interaction can also lead to escaper SMBHs due to the slingshot mech-
anism. Systems with more than two SMBHs seldom last for more than a relaxation time.
These systems reduce to those with two, one, or zero black holes via slingshot escapes,
coalescences and gravitational wave recoils. We estimate the signature of such systems
on bulge profiles, left because of bulge heating and scouring.

Conclusion

Chief contribution of this thesis is (1) to state conditions under which observed metal en-
richment of IGM at high redshift is consistent with acceptedreionization scenarios; (2)
to provide a new, independent observable to constrain reionization history and feedback
at high redshift; (3) to develop a better analytical technique to calculate formation rate
of dark matter haloes; (4) in using accurate N-body simulations to understand dynam-
ical effects associated with SMBH assembly in galactic nuclei, and (5) to understand
post-reionization distribution of HI using a consistent semi-analytic model of galaxy
formation.

This work can be extended further in several ways. One possible extension is to
incorporate outflows in our semi-analytic model of galaxy formation to study IGM en-
richment. This will set earlier models of enrichment as a result of wind-blown bubbles
[Furlanetto & Loeb, 2003; Samui, Subramanian & Srianand, 2008] in a simulation of
large scale structure. This is likely to result in an understanding of effects of a multi-
phase interstellar medium and clustering of galaxies. A second possible extension is
to model luminosity functions of quasars and galaxies at high redshifts [Shen, 2009]
simultaneously. This follows naturally from our work on galaxy luminosity functions
[Kulkarni & Choudhury, 2011] but involves aspects like blackhole assembly and ac-
cretion that we have not considered yet like properties of seed black holes, their merger
rates, and dynamical effects like three-body interactions. The chief motivation behind
this is the discovery of luminous quasars at redshiftsz > 6 [Fan, 2006; Mortlock et al.,
2011].
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Chapter 1
Introduction

The problem of how galaxies and the inter-galactic medium (IGM) form and evolve
has been described as the “final frontier of cosmology” [e.g.Bromm & Loeb, 2007].
Last two decades have seen significant advances in observational astronomy. Firstly,
the geometry, and hence the energy content, of the universe is now well-constrained
with observations of the cosmic microwave background (CMB) radiation [de Bernardis
et al., 2000; Komatsu et al., 2011]. These constraints are further improved by observa-
tions of clustering of galaxies, high redshift supernovae,weak gravitational lensing and
the Lyman-α forest [e.g. Seljak, Slosar & McDonald, 2006]. Secondly, increasingly
accurate measurement of anisotropies in the CMB brightness temperature and polar-
ization have confirmed the idea that the large scale structure in the universe formed
as a result of evolution of small-amplitude density fluctuations at early times [Bennett
et al., 1996; Larson et al., 2011]. Ever powerful surveys of bound objects—galaxies
and X-ray clusters of galaxies—seem to suggest that abundance of such objects can be
explained by suitably extrapolating the CMB anisotropies tosmall scales [Lilly et al.,
1996; Adelman-McCarthy et al., 2008]. Thirdly, observations have probed conditions
in the universe at increasingly higher redshift through thedetection of galaxies and
quasars. Current highest redshift quasar observation is atz ∼ 7 [Mortlock et al., 2011]
and the spectra of severalz ∼ 6 quasars have been well studied to constrain the IGM
evolution [Fan, 2006]. The most distantγ-ray burst (GRB) candidate is reported at
z ∼ 8.2 [Tanvir et al., 2009; Salvaterra et al., 2009], while the highest redshift galaxy
candidate is atz ∼ 10 [Bouwens et al., 2011]1.

This third development is expected to be particularly instrumental in helping us
understand galaxy formation and evolution of the IGM. Crucial problems here are to
understand when and how the IGM was reionized, how did it get chemically enriched

1For comparison, until 1990, the most distant known quasars were at redshiftsz . 4, galaxies were
at z . 2 and GRBs were essentially only atz ∼ 0. See Zhang [2009] for a timeline of redshift record-
breakers.
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and how do galaxies observed in the local universe result from the standard cosmolog-
ical model. Research presented in this thesis follows these threads in the broad area of
cosmology. In this chapter, we introduce this subject and place it in the context of the
Lambda Cold Dark Matter (LCDM) cosmological model. We also review key observa-
tions in this field.

1.1 The Standard model

Our current understanding of the universe can be collected into a set of principles that
has come to be called the Standard Model of cosmology [Peebles, 1993; Peacock, 1999].
It has gathered empirical confirmation from a variety of independent observations. In
this picture, the universe had its origin in a singularity—the “Big Bang”—of infinite
density and temperature about 13.7 billion years ago. This was immediately followed
by a period of accelerated expansion called inflation that lasted for just about10−34 s
but increased the size of the universe by about 60 e-foldings. At the end of inflation, the
universe was highly homogeneous on large scales, but had small-scale inhomogeneities
that evolved out of quantum fluctuations. Its energy densitywas dominated by the con-
tribution from relativistic matter (radiation and neutrinos). Radiation was in equilibrium
with the non-relativistic matter via Compton and free-free scattering. The universe was
also expanding. As a result, its temperature was falling with redshiftz as(1+ z). When
the temperature dropped to∼ 3000 K at z ∼ 1100, protons and electrons combined
to form hydrogen atoms, and radiation decoupled from matter. This gave rise to the
CMB, which is said to have emerged from a “last scattering surface.” At this time, the
energy density of the universe was dominated by non-relativistic matter, and the CMB
carries an imprint of the inhomogeneities of the last-scattering surface. In this section,
we begin by introducing elements of the Standard Model that deal with the evolution of
these inhomogeneities.

1.1.1 Linear perturbations in an expanding Universe

Einstein argued theoretically that the distribution of matter and radiation in the universe
should be isotropic and homogeneous at large scales. This isknown as the cosmolog-
ical principle [Peebles, 1993; Peacock, 1999]. Isotropy isnow well-established thanks
to observations of the CMB, and of optically-selected galaxies, the X-ray background,
and faint radio sources [Wu, Lahav & Rees, 1999]. Although evidence for homogene-
ity is weaker, isotropic and inhomogeneous cosmological are observationally excluded
[Goodman, 1995; Yadav et al., 2005; Bagla, Yadav & Seshadri, 2008; Sarkar et al.,
2009].

Kinematics in the most general isotropic and homogeneous space is described by
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the line element

ds2 = dt2 − a2(t)

[

dR2

1− kR2
+R2(dθ2 + sin2 θdφ2)

]

, (1.1)

wherea(t) is called the cosmological scale factor and(R, θ, φ) are spherical comoving
coordinates. The scale factor describes the expansion of the universe and the constant
k determines its geometry. As a result, observers at rest remain at rest at fixed(R, θ, φ)
while their physical separation changes with time in proportion toa(t). A given observer
sees a nearby observer at physical distanceD receding at the Hubble velocityH(t)D,
whereH(t) = ȧ(t)/a(t) is called the Hubble parameter. Light emitted by a source at
time t is observed att = 0 (“today”) with a redshiftz = 1/a(t)− 1, where we have set
a(0) = 1.

Dynamics of matter and radiation in the space-time described by Equation (1.1) is
described by the Einstein field equations of general relativity, which for the metric in
Equation (1.1) take the form

H2(t) =
8πG

3
ρ− k

a2
. (1.2)

This equation is known as the Friedmann equation [Freidmann, 1922; Weinberg, 1972].
It relates the expansion of the universe to its matter-energy content. For each component
of the energy densityρ, with an equation of statep(ρ), the densityρ varies with time to
conserve energy

d(ρR3) = −pd(R3). (1.3)

Using this, we can now recast the Friedmann equation as

H(t)

H0

=

[

Ωm

a3
+ ΩΛ +

Ωr

a4
+

Ωk

a2

]1/2

. (1.4)

Here, for i = m,Λ, and r, we defineΩi = ρi/ρc, whereρc = 2H2(t)/8πG is a
parameter called the critical density. The quantityΩi is called the cosmological density
parameter of speciesi. We also defineH0 as the value ofH(t) at t = 0 andΩ0 as the
value ofΩm + ΩΛ + Ωr at t = 0. The quantityΩk is given by

Ωk = 1− Ω0. (1.5)

A cosmological model withΩm = 1 andΩΛ = Ωr = 0 is particularly simple. It is
known as the Einstein-de Sitter model. Although it is observationally ruled out, other
models with non-zeroΩΛ approach the Einstein-de Sitter model at high redshift.

The most-favoured cosmological model according to currentobservations hasΩm =
0.27± 0.01, ΩΛ = 0.726 ± 0.015 andH0 = 100h km s−1 Mpc−1, whereh = 0.705±
0.013 [Komatsu et al., 2011].
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As mentioned before, observations of the CMB show that the universe was ex-
tremely uniform at the last scattering surface, but had spatial fluctuations in the energy
density of roughly one part in105. These fluctuations grow over time due to gravita-
tional instability. In the standard model, formation of allstructure in the universe—like
galaxies and clusters of galaxies—is attributed to these fluctuations. In order to describe
these fluctuations, we now distinguish between physical andcomoving coordinates.
In vector notation, the physical coordinater corresponds to the comoving coordinate
x = r/a. We describe the matter content of the universe as an ideal pressure-less fluid
of particles each of which is at fixedx, expanding with the Hubble flowv = H(t)r
wherev = dr/dt. Onto this uniform expansion, we impose small fluctuations,given by
a relative density perturbation

δ(x) =
ρ(r)

ρ̄
− 1, (1.6)

where the mean fluid density is̄ρ. Then the fluid is described by the continuity and
Euler equations in comoving coordinates

∂δ

∂t
+

1

a
∇ · [(1 + δ)u] = 0 (1.7)

∂u

∂t
+Hu+

1

a
(u · ∇)u = −1

a
∇φ. (1.8)

The gravitational potentialφ used above is given by the Poisson equation, in terms of
the density perturbation

∇2φ = 4πGρ̄a2δ. (1.9)

Note that we are now working in the Newtonian approximation,which is valid since
the relevant scales are much smaller than the Hubble scale. Observations imply that the
non-relativistic matter in the universe is composed of cold, weakly-interacting massive
dark matter particles in addition to the normal baryonic matter. Therefore, to understand
the evolution of the perturbations introduced above, we have to solve the above three
equations for baryons and dark matter separately. The fluid description is then valid only
until different particle streams cross. This “shell crossing” typically occurs only after
perturbations have grown to become non-linear. Similarly,baryons can be described as
a pressure-less fluid only so long as their temperature is negligibly small.

For small perturbationsδ ≪ 1, the fluid equations can be linearized and combined
to yield

∂2δ

∂t2
+ 2H

∂δ

∂t
= 4πGρ̄δ. (1.10)

This linear equation has two independent solutions in general, only one of which grows
with time. Starting with random initial conditions, the “growing mode” comes to dom-
inate the density evolution. As a result, the density perturbation maintains its shape in
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comoving coordinates and grows in proportion to a growth factor D(t). The decaying
solution is given simply by the Hubble parameterH(t). As a result, the growing mode
can be obtained using the Wronskian [Heath, 1977]. It is givenby

D(t) ∝ (ΩΛa
3 + Ωka+ Ωm)

1/2

a3/2

∫ a a3/2da

(ΩΛa3 + Ωka+ Ωm)3/2
, (1.11)

where we have neglectedΩr [Peebles, 1980]. In the Einstein-de Sitter universe, the
growth factor is proportional to the scale factora(t).

The density fluctuationsδ(x) can be described in Fourier space, in terms of Fourier
components

δk =

∫

d3xδ(x) exp (−ik · x), (1.12)

wherek is the comoving wavenumber. Fourier description is particularly useful because
we assume that perturbations in the universe are generated by inflation [Kolb & Turner,
1990]. Inflation generates perturbations given by a Gaussian random field, in whichk-
modes are statistically independent, each with a random phase. The statistical properties
of the fluctuations are determined by the variance of the differentk-modes, and the
variance is described in terms of the power spectrumP (k) as follows

〈δkδ∗k′〉 = (2π)3P (k)δ(3)(k− k′), (1.13)

whereδ(3) is the three-dimensional Dirac delta function. In the Standard Model, in-
flation produces a primordial power-law spectrumP (k) ∝ kn with n ∼ 1. Growth
of perturbations in the radiation-dominated and then the matter-dominated universe re-
sults in a modified final power spectrum, characterized by a turnover at a scale of order
the horizonc/H at the matter-radiation equality, and a small-scale asymptotic shape of
P (k) ∝ kn−4. On large scales the power spectrum evolves in proportion tothe square of
the growth factor and this simple evolution is termed linearevolution. On small scales,
the power spectrum changes shape due to the additional non-linear gravitational growth
of perturbations, yielding the full, non-linear power spectrum. The overall amplitude of
the power spectrum is not specified by current models of inflation, and it is usually set
observationally from CMB and observations of galaxy clustering.

Since density fluctuations exist on all scales, in order to determine the formation
of objects of a given size or mass, it is useful to consider thestatistical distribution
of the smoothed density field. Using a window functionW (y) normalized so that
∫

d3yW (y) = 1, the smoothed density perturbation field,
∫

d3yδ(x + y)W (y), it-
self follows a Gaussian distribution with zero mean. For theparticular choice of a
spherical top-hat, in whichW = 1 in a sphere of radiusR and is zero outside, the
smoothed perturbation field measures the fluctuations in themass in sphere of radius
R. The normalization of the present power spectrum is often specified by the value of
σ8 ≡ σ(R = 8h−1Mpc). For the top-hat, the smoothed perturbation field is denotedδR
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or δM , where the massM is related to the comoving radiusR by M = 4πρmR
3/3, in

terms of the current mean density of matterρm. The variance of〈δm〉2 is

σ2(M) = σ2(R) =

∫ ∞

0

dk

2π2
k2P (k)

[

3j1(kR)

kR

]2

, (1.14)

wherej1(x) = (sin(x) − x cos(x))/x2. The functionσ(M) plays a crucial role in
estimates of the abundance of collapsed objects. The current best-fit value ofσ8 is
0.812± 0.026 [Komatsu et al., 2011].

1.1.2 Formation and abundance of non-linear objects

The small density fluctuations seen in the CMB grow over time asdescribed in the pre-
vious subsection, until the perturbationδ becomes of order unity, and the full non-linear
gravitational problem must be considered. The dynamical collapse of a dark matter
halo can be solved analytically only in cases of particular symmetry. If we consider a
region which is much smaller that the horizoncH−1, then the formation of a halo can
be formulated as a problem in Newtonian gravity, in some cases with minor corrections
coming from General Relativity. The simplest case is that of spherical symmetry, with
an initial top-hat of uniform overdensityδi inside a sphere of radiusR. Although this
model is restricted in its direct applicability, the results of spherical collapse have turned
out to be surprisingly useful in understanding the properties and distribution of haloes
in models based on cold dark matter.

The collapse of a spherical top-hat is described by the Newtonian equation

d2r

dt2
= H2

0ΩΛr −
GM

r2
, (1.15)

wherer is a physical radius andM is the total mass enclosed within radiusr. The
enclosedδ grows initially asδL = δiD(t)/D(ti) in accordance with linear theory, but
eventuallyδ grows faster thanδL. If the mass shell at radiusr is bound then it reaches
a radius of maximum expansion and subsequently collapses. At the moment when the
top-hat collapses to a point, the overdensity predicted by linear theory isδL = 1.686
in the Einstein-de Sitter model, with only a weak dependenceon Ωm andΩΛ. Thus a
top-hat collapses at redshiftz if its linear overdensity extrapolated to the present day is

δc =
1.686

D(z)
, (1.16)

where we setD(z = 0) = 0.
Even a slight violation of the exact symmetry of the initial perturbation can prevent

the top-hat from collapsing to a point. Instead the halo reaches a state of virial equilib-
rium by violent relaxation. Using the virial theoremU = −2K to relate the potential
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energyU to kinetic energyK in the final state, the final overdensity relative to the av-
erage density of collapsed matter at the collapse redshift is ∆c = 18π2 ≈ 178 in the
Einstein-de Sitter model. In the LCDM universe, we get

∆c = 18π2 + 82d− 39d2, (1.17)

whered = Ωz
m − 1 is evaluated at the collapse redshift, so that

Ωz
m =

Ωm(1 + z)3

Ωm(1 + z)3 + ΩΛ + Ωk(1 + z)2
. (1.18)

Thus, a halo collapsing at redshiftz has a physical virial radius [Barkana & Loeb, 2001]

rvir = 0.784

(

M

108h−1M⊙

)1/3 [
Ωm

Ωz
m

∆c

18π2

]−1/3 (
1 + z

10

)−1

h−1kpc, (1.19)

and a corresponding circular velocity,

Vc =

(

GM

rvir

)1/2

= 23.4

(

M

108h−1M⊙

)1/3 [
Ωm

Ωz
m

∆c

18π2

]1/6 (
1 + z

10

)1/2

km s−1.

(1.20)
We also define a virial temperature

Tvir =
µmpV

2
c

2kB
= 1.98× 104

( µ

0.6

)

(

M

108h−1M⊙

)2/3 [
Ωm

Ωz
m

∆c

18π2

]1/3 (
1 + z

10

)

K,

(1.21)
whereµ is the mean molecular weight andmp is the proton mass. Note that the value of
µ depends on the ionization fraction of the gas;µ = 0.59 for a fully ionized primordial
gas,µ = 0.61 for a gas with ionized hydrogen but only singly ionized Helium and
µ = 1.22 for neutral primordial gas. The binding energy of the halo isapproximately

Eb =
1

2

GM2

rvir
= 5.45× 1053

(

M

108h−1M⊙

)5/3 [
Ωm

Ωz
m

∆c

18π2

]1/3 (
1 + z

10

)

h−1erg.

(1.22)
The binding energy of baryons is smaller by a factor equal to the baryon fractionΩb/Ωm.

Although spherical collapse captures some of the physics governing the formation of
halos, structure formation in cold dark matter models proceeds hierarchically. At early
times, haloes continuously accrete and merge to form high mass haloes. Numerical sim-
ulations of hierarchical halo formation indicate a roughlyuniversal spherically-averaged
density profile for the resulting haloes though with considerable scatter among differ-
ent haloes [Navarro, Frenk & White, 1995; Bullock, Kravtsov & Weinberg, 2000]. The
NFW profile has a form

ρ(r) =
3H2

0

8πG
(1 + z)3

Ω

Ωz
m

δc
cNx(1 + cNx)2

, (1.23)
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wherex = r/rvir, and the characteristic densityδc is related to the concentration param-
etercN by

δc =
∆c

3

c3N
ln(1 + cN)− cN/(1 + cN)

. (1.24)

The concentration parameter itself depends on the halo massM , at a given redshiftz.
Note that the dense, cuspy halo profile predicted by CDM modelsis not apparent in the
mass distribution from measurements of rotation curves of dwarf galaxies [e.g. Salucci
& Burkert, 2000]. We comment on this in detail later in this thesis.

In addition to characterising the properties of individualhaloes, a critical predic-
tion of any theory of structure formation is the abundance ofhaloes, i.e., the number
density of haloes as a function of mass at any redshift. This prediction is an important
step toward inferring the abundance of galaxies and galaxy clusters. While the number
density of haloes can be measured for particular cosmologies in numerical simulations,
an analytic model helps us gain physical understanding and can be used to explore the
dependence of abundances on all the cosmological parameters.

A simple analytic model, which successfully matches most ofthe numerical simula-
tions was developed by Press & Schechter [1974]. The model isbased on the ideas of a
Gaussian random field of density perturbations, linear gravitational growth, and spheri-
cal collapse. To determine the abundance of halos at a redshift z, we useδM , the density
field smoothed on a mass scaleM . Although the model is based on the initial condi-
tions, it is usually expressed in terms of redshift-zero quantities. Thus, we use the linear
density field at high redshift extrapolated to the present without including non-linear
evolution. SinceδM is distributed as a Gaussian variable with zero mean and standard
deviationσ(M), which depends only on the present power spectrum, the probability
thatδM is greater than someδ equals

∫ ∞

δ

dδM
1√

2πσ(M)
exp

[

− δ2M
2σ2(M)

]

=
1

2
erfc

(

δ√
2σ

)

. (1.25)

The fundamental ansatz is to identify this probability withthe fraction of dark matter
particles which are part of collapsed haloes of mass greaterthanM at redshiftz. There
are two additional ingredients: first, the value used forδ is δc(z), which is the critical
density of collapse found for a spherical top-hat; and second, the fraction of dark matter
in haloes aboveM is multiplied by an additional factor of 2 in order to ensure that every
particle ends up as part of some halo withM > 0. Thus, the final formula for the mass
fraction in haloes aboveM at redshiftz is

F (> M |z) = erfc

(

δc(z)√
2σ

)

. (1.26)

This ad hoc factor of 2 is necessary, since otherwise only positive fluctuations ofδM
would be included. Bond et al. [1991] found an alternate derivation of this correction
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factor, using a different ansatz. In their derivation, the factor of 2 has a more satisfactory
origin, namely, the so-called cloud-in-cloud problem: fora given massM , even ifδM
is smaller thanδc(z), it is possible that the corresponding region lies inside a region
of some larger massML > M , with δML

> δc(z). In this case the original region
should be counted as belonging to a halo of massML. Thus, the fraction of particles
which are part of collapsed haloes of mass greater thanM is larger than the expression
in Equation (1.25). Bond et al. [1991] showed that, under certain assumptions, the
additional contribution results precisely in a factor of 2 correction.

Differentiating the fraction of dark matter in haloes abovemassM yields the mass
distribution. Lettingdn be the comoving number density of haloes of mass betweenM
andM + dM , we have

dn

dM
=

√

2

π

ρm
M

−d(ln σ)

dM
ν exp (−ν2/2), (1.27)

whereν = δc(z)/σ(M) is the number of standard deviations which the critical collapse
overdensity represents on mass scaleM .

A better fit to the number density of haloes in simulations of gravitational clustering
in the CDM models is given by Sheth & Tormen [1999].

NST(M, t)dM = A

√

2

π

ρnr
M

(aν)1/2
∣

∣

∣

∣

d ln σ

dM

∣

∣

∣

∣

[

1 + (aν)−p] exp
(

−aν

2

)

dM, (1.28)

where the parametersa, p, andA have best fit values ofa = 0.707, p = 0.3 and
A = 0.322 [Sheth & Tormen, 1999].

1.1.3 Key observations

Main observational evidence in support of the inflationary scenario comes from obser-
vations of the CMB, showing temperature anisotropies on largeangular scales, which
are interpreted as the results of the primordial density fluctuations at the decoupling
epoch [e.g. Jarosik et al., 2011]. The same measurements confirm that the fluctuations
are adiabatic and the value of the spectral index is the one predicted by the inflationary
model, although there is an indication for a possible running spectral index, withn > 1
on large scales andn < 1 on small scales [Komatsu et al., 2011; Larson et al., 2011].

As we mentioned before, the amplitude of the power spectrum is not predicted by the
model and has to be set observationally. Historically, thishas been derived by comparing
the observed CMB quadrupole anisotropies with theoretical ones or from abundance of
galaxy clusters [Wright et al., 1992; Efstathiou, Bond & White,1992]. This method
has now been complemented by measuring the amplitude of the power spectrum from
available large galaxy redshift surveys [Lahav et al., 2002]. The main problem related
to the latter method is the attempt to estimate the distribution of matter using galaxies
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as tracers. In fact, as the galaxies form preferentially in high density regions of the mass
distribution, they are more strongly correlated than the underlying distribution and an
additional factor, the bias, should be specified. It has beenfound from the 2dF Galaxy
Redshift Survey that, at least on large scales (5–30h−1 Mpc), optically selected galaxies
do indeed trace the underlying mass distribution [Verde et al., 2002].

An alternative method to measureP (k) is based on observations of the high-redshift
Lyα forest. The method is motivated by the physical picture thathas emerged from hy-
drodynamical cosmological simulations and related semi-analytical models, in which
typical Lyα forest lines arise in a diffuse IGM. The thermal state of thislow-density
gas is governed by simple physical processes, which lead to atight correlation between
the Lyα optical depth,τ and the underlying matter density [Bi & Davidsen, 1997; Hui,
Gnedin & Zhang, 1997]. Thus, as the transmitted flux in a QSO spectrum isF = e−τ ,
one can extract information about the underlying mass density field from the observed
flux distribution [Croft et al., 1998, 1999]. These works confirm a basic prediction of the
inflationary CDM scenario: an approximately scale invariantspectrum of primeval fluc-
tuations modulated by a transfer function that bends it toward kn−4 on small scales. A
possible caveat on these applications is that radiative transfer effects are not included in
current numerical simulations of the Lyα forest [Bolton, Meiksin & White, 2004]. Such
effects might blur the polytropic temperature-density relation derived from the simu-
lations and usually adopted, hence introducing a non-negligible error on the predicted
cosmological spectrum.

A wealth of information about the initial density fluctuations is expected to come
from the 21 cm line in absorption against the CMB, fromz = 200 down to the epoch
of the first structure formation. However, the main challenge for this kind of experi-
ment is its observability. We discuss this method in more detail below. Also see the
comprehensive review by Furlanetto, Oh & Briggs [2006].

To prove or disprove the existence of a universal density profile for dark matter
haloes, accurate and extensive observations are needed. A method largely applied in the
past to the study of the density profiles relies on HI rotation curves, although the spatial
resolution of these observations is rarely good enough to set meaningful constraints.
This is true both for the rotation curves of the low surface brightness galaxies and late-
type dwarf galaxies, which are sometimes consistent with both a constant density core
and a cusp, indicating that HI rotation curves do not have enough resolution to discrim-
inate between the two models [van den Bosch et al., 2000; Borriello & Salucci, 2001;
Kleyna et al., 2003]. Only in a few cases it has been possible to derive a meaningful
value ofβ (the inner logarithmic slope) giving0.55 < β < 1.26 at a99.73% confi-
dence level for a low surface brightness galaxy (LSBG), whichshould be consistent
with the NFW slope, and aβ < 0.5 for two dwarf galaxies at the same confidence level,
more consistent with a flat core [van den Bosch et al., 2000].Hα rotation curves have
a higher spatial resolution and rise more steeply in the inner parts that the HI rotation
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curves [Swaters, Madore & Trewhella, 2000]. Also, optical rotation curves have been
used, indicating that the NFW profile provides a good fit to 66%of the 400 galaxies
in the sample analyzed by Jimenez, Verde & Oh [2003], while 68% galaxies are well
fitted by an isothermal profile with a core. Based on optical andradio rotation curves,
it is confirmed that spiral galaxies have a universal rotation curve, characterised by one
single free parameter, the I-band luminosity: low-luminosity spiral galaxies show ris-
ing rotation curves out to the optical radius, while high luminosity ones are flat or even
decreasing [Persic, Salucci & Stel, 1996]. On the other hand, HST observations have
revealed that elliptical galaxies have cusps which continue toward the center until the
resolution limit. Bright elliptical galaxies have a shallowcuspy core with0.5 < β < 1,
while faint ones haveβ ≈ 2 [Merritt & Fridman, 1996].

Alternatively, the density profile of dark matter haloes canbe investigated through
gravitational lensing experiments. It has been argued thatradially distorted, gravita-
tionally lensed images of background sources in galaxy clusters, the so-called radial
arcs, require a flat core in the cluster density profile. This would be consistent with
the high resolution map of thez = 0.39 cluster 0024+1654 in which a very smooth,
symmetric and non-singular core is observed [Tyson, Kochanski & dell’Antonio, 1998;
Oguri, Taruya & Suto, 2001]. Nevertheless, it is also claimed that the NFW profile can
produce radial arcs despite its central singularity, as indicated by some more recent ob-
servational data [Bartelmann, 1996]. But observations of radial arcs are so scarce that
larger samples are needed.

Finally, as integral measures of weak gravitational lensing by dark matter haloes,
like the aperture mass, are sensitive to the density profile,these can be used to dis-
criminate between an isothermal and a NFW profile. In particular, as the halo mass
range probed by the aperture mass is much wider for a NFW profile, counts of haloes
with significant weak lensing signal are powerful discriminators [Bartelmann, King &
Schneider, 2001].

1.2 Galaxy formation

Now that we have specified a cosmological model and can compute the abundance of
dark matter halos, we are in a position to introduce models ofgalaxy formation. We can
get a flavour of the subject by considering a simple galaxy formation model. Suppose
we take each dark matter halo and assign to it a luminosity that scales linearly with the
halo mass. Thus, each halo is given a fixed mass-to-light ratio. (We do not make any
assumption about how this light is distributed among the galaxies within the halo.) We
can then compare the prediction of this simple model with theluminosity function of
galaxy groups—the observed abundance of galaxy groups as a function of their total
luminosity, as measured in the 2dF galaxy redshift survey byEke et al. [2004]. It is
found that this simple prediction gives a poor match to the observed luminosity function
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of groups [e.g. see Figure 6 of Baugh, 2006]. Thus if we are to retain the otherwise
successful LCDM model, our prescription of a constant mass-to-light ratio is not valid.

We can reverse-engineer instead to find the mass-to-light ratio that will match the
predictions with observations. It is seen that the ratio is lowest for haloes with mass
1012h−1 M⊙ and rises by a factor of 6 for haloes with lower and higher mass[Yang,
Mo & van den Bosch, 2003; Eke et al., 2004]. Thus, this simple consideration shows
that galaxy formation is most efficient in haloes with a certain mass, namely1012h−1

M⊙. Furthermore, we learn two important properties of galaxy formation. Firstly, the
efficiency of galaxy formation is low. Most baryons do not endup as stars. Observations
suggest that galaxy formation is not particularly efficientat turning hot gas into cold gas
and stars [Balogh et al., 2001]. It has been shown that only about 10% of baryons are in
stars, depending on the stellar initial mass function (IMF)assumed [Cole et al., 2001].
An even smaller fraction is in the form of cold gas today [Zwaan et al., 2003]. Secondly,
the efficiency of galaxy formation is not the same in haloes ofdifferent mass. Thus, the
mass of the dark matter halo seems to play an important role ingalaxy formation. Direct
observational evidence for this is strong [Eke et al., 2006;Yang et al., 2005].

1.2.1 Gas infall and fragmentation

We begin by discussing the gravitational instability scenario, in which primordial den-
sity perturbations grow through gravitational Jeans instability to form the complex struc-
tures we observe today.

The Jeans lengthλJ was originally defined in Newtonian gravity as the critical
wavelength that separates oscillatory and exponentially growing density perturbations
in an infinite, uniform and stationary distribution of gas. On scalesl smaller thanλJ ,
the sound crossing timel/cs is smaller than the gravitational free-fall time,(Gρ)−1/2,
allowing the build-up a pressure force that counteracts gravity. On larger scales, the
pressure gradient force is too slow to react to a build-up of the attractive gravitational
force. The Jeans mass is defined as the mass within a sphere of radiusλJ/2, MJ =
(4π/3)ρ(λJ/2)

3. In a perturbation with a mass greater thanMJ , the self-gravity cannot
be supported by the pressure gradient, and so the gas is unstable to gravitational col-
lapse. This Newtonian derivation of the Jeans instability suffers from a conceptual in-
consistency, however, as the unperturbed gravitational force of the uniform background
must induce bulk motions [Binney & Tremaine, 2008]. This inconsistency has to be
remedied when the analysis is done in an expanding universe.

The perturbative derivation of the Jeans instability criterion can be carried out in
a cosmological setting by considering a sinusoidal perturbation superposed on a uni-
formly expanding background. Here, as in the Newtonian limit, there is a critical wave-
lengthλJ that separates oscillatory and growing modes. Although theexpansion of the
background slows down the exponential growth of the amplitude to a power-law growth,
the fundamental concept of a minimum mass that can collapse at any given time remains



14

the same [Kolb & Turner, 1990; Peebles, 1993].
We can do this calculation by considering spherical fluctuations in the gas and dark

matter densities in the form of a single spherical Fourier mode on a scale much smaller
than the horizon:

ρdm(r, t)− ρ̄dm(t)

ρ̄dm(t)
= δdm(t)

sin(kr)

kr
, (1.29)

ρb(r, t)− ρ̄b(t)

ρ̄b(t)
= δb(t)

sin(kr)

kr
, (1.30)

whereδ are the overdensity amplitudes andr is the comoving radial coordinate. We
adopt an ideal gas equation of state with specific heat ratioγ = 5/3. Initially, the
overdense amplitudes are small, gas temperature is uniformand we define the region
inside the first zero ofsin(kr)/kr as the collapsing object.

How does the gas temperature evolve? The temperature is determined by the cou-
pling of its free electrons to the CMB through Compton scattering and by the adiabatic
expansion. ThusTb is generally between the CMB temperatureTγ ∝ (1 + z)−1 and the
adiabatically scaled temperatureTad ∝ (1 + z)−2. In the limit of tight coupling to the
CMB, the gas temperature remains uniform, whereas in the adiabatic limit, it develops
a gradient according toTb ∝ ρ

(γ−1)
b .

The evolution of the perturbation in dark matter is described in the linear regime by

δ̈dm + 2Hδ̇dm =
3

2
H2(Ωbδb + Ωdmδdm), (1.31)

whereas the evolution of the baryon overdensity evolves as [Kolb & Turner, 1990]

δ̈b + 2Hδ̇b =
3

2
H2(Ωbδb + Ωdmδdm)−

kBTi

µmp

(

k

a

)2
(ai
a

)1+β
(

δb +
2

3
β[δb − δb,i]

)

.

(1.32)
Here the parameterβ distinguishes between the two limits of evolution of gas temper-
ature:β = 1 in the adiabatic limit, andβ = 0 in the strong coupling limit. The Jeans
wavelengthλJ is obtained by setting the right hand side of Equation (1.32)to zero and
solving forkJ . We see that this will be time dependent in general and also that pertur-
bations with increasingly smaller initial wavelengths stop oscillating and start to grow.

Following recombination atz ≈ 103, the residual ionization of the cosmic gas keeps
its temperature locked to the CMB temperature via Compton scattering down to the
redshift of [Peebles, 1993]

1 + zt ≈ 137(Ωbh
2/0.022)2/5. (1.33)

Thus, in the redshift range between recombination andzt, β = 0, and we get

kJ =

(

2kBTγ(0)

3µmp

)−1/2
√

ΩmH0, (1.34)
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so that the Jeans mass obtains the value

MJ =
4π

3

(

λJ

2

)3

ρ̄(0) = 1.35× 105
(

Ωmh
2

0.15

)−1/2

M⊙. (1.35)

On the other hand, forz < zt, the gas temperature declines adiabatically and we have
β = 1. The Jeans mass is then

MJ = 5.73× 103
(

Ωmh
2

.15

)−1/2 (
Ωbh

2

0.022

)−3/5 (
1 + z

10

)3/2

M⊙. (1.36)

The Jeans scale is also referred to as the filtering scale. Note, however, that this expres-
sion for the Jeans mass is just a linear theory estimate and can only describe the initial
phase of collapse. Indeed, it is not clear how the value of theJeans mass is related to the
mass of collapsed, bound objects. Thus the Jeans condition may only be a necessary but
not sufficient condition. We will come to this point again below. The concept of Jeans
filtering is explored in detail for galaxy formation in overdense regions in this thesis. We
also note that alternate filtering models exist in the literature. For example, Gnedin &
Hui [1998] showed that the Jeans mass is related to only the evolution of perturbations
at a given time. When the Jeans mass itself varies with time, the overall suppression of
growth depends on a time-averaged Jeans mass. See Choudhury &Ferrara [2005] for
more discussion.

When perturbations grow to large amplitudes, we have to consider non-linear ef-
fects. The dark matter is cold and dominates gravity and so isunaffected by pressure
effects. In order to estimate the minimum mass of baryonic objects, we have to consider
the evolution of the accreted baryons. Assume that a dark matter halo with potential
well φ(r) is formed at redshiftzvir. After gas settles down in this halo, it satisfies the
hydrostatic equilibrium equation,

∇ρb = −ρb∇φ. (1.37)

At z < 100 gas temperature evolves adiabatically so we havepb ∝ ρ
5/3
b , which gives us

ρb
ρ̄b

=

(

1− 2

5

µmpφ

kBT̄

)3/2

, (1.38)

whereT̄ is the background gas temperature. This mass estimate provides a better es-
timate than the Jeans mass since it incorporates the non-linear potential of the dark
matter halo. If we define the virial temperature corresponding to the potential well as
Tvir = −(1/3)µmpφ/kB then the overdensity of baryons can be written as

δb =

(

1 +
6

5

Tvir

T̄

)3/2

− 1. (1.39)
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We may now say that a collapsed baryonic object—a protogalaxy—is formed when the
value ofδb exceeds 100. This gives a minimum mass

Mmin = 5.0× 103
(

Ωmh
2

0.15

)−1/2 (
Ωbh

2

0.022

)−3/5 (
1 + z

10

)3/2

M⊙. (1.40)

This happens to be close to our earlier linear estimate, however it takes non-linear effects
into account. Of course, when the first stars and galaxies form, this value ofMmin

changes due to various feedback effects. We will consider these effects shortly.
Apart from gravitational instability, another process that greatly affects the condi-

tion of the gas is cooling. As we saw above, in objects with baryonic masses3 × 104

M⊙, gravity dominates and results in the bottom-up hierarchy of structure formation;
at lower masses pressure delays the collapse. The first objects to collapse are those at
the mass scale that separates the two regimes. Such objects can fragment only through
cooling. Thus, there are two independent minimum mass thresholds for star formation:
the Jeans mass and the cooling mass. The higher of these two decides the actual thresh-
old. We elaborate more on this issue in Chapter 3. The primary molecule that acquires
sufficient abundance to affect the thermal state of the gas ismolecular HydrogenH2.
These molecules are produced through various processes in the early universe, but the
dominant of them is the one where free electrons act as a catalyst. Cooling viaH2

forms objects with mass∼ 104 M⊙, which are usually called minihaloes. Primordial
H2 abundance is small, about10−7 relative to hydrogen by number. However, at redshift
z < 110, CMB intensity becomes weak enough to allowH2 formation.

Nonetheless,H2 is fragile and can easily be dissociated by photons with energies
of 11.26–13.6 eV, to which the IGM is transparent even beforereionization. Haiman
& Loeb [1997] showed that the UV flux necessary for dissociatingH2 throughout the
collapsed environments is two orders of magnitudes lower than the amount required for
IGM reionization. ThusH2 is completely destroyed by trace amount of first genera-
tion stars. Further star formation is only possible via atomic cooling, which happens at
Tvir ≥ 104 K. Such objects correspond to mass of∼ 108 M⊙. Note, however, that the
radiative feedback onH2 need not be negative alone. Indeed, production of free elec-
trons can enhance the molecular Hydrogen production in dense environments. Haiman
[2000] shows that this will have an important effect on the topology of the reionization.

Apart from star formation, black hole formation is expectedto happen in the early
stages of galaxy formation. This is important, because quasars are more effective than
stars in ionizing the intergalactic hydrogen. Thus historyof reionization may be greatly
altered if quasars form early. The problem of formation of BHsis not a priori more
complicated that that of formation of stars. However, little work exists on the formation
of BHs and there are many open questions. We present a review ofthe literature on this
topic in Chapter 5.
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1.2.2 Galactic structure and evolution

After formation, several factors govern the evolution of galaxies. First models of how
galaxy formation occurs with these factors were studied in the 1970s [White & Rees,
1978; Binney, 1977]. The first of these is feedback, which is also relevant to the forma-
tion of galaxies. Phenomenologically, the relevance for feedback processes was under-
stood early on when it was found that the observed faint-end luminosity function was
less steep than expectation [White & Rees, 1978]. Although feedback effects are thus
quite important, they are also difficult to model. They can bebroadly classified intro
three categories.

Mechanical feedback is the ejection of cold gas from a galaxyby a supernova driven
wind [Dekel & Silk, 1986]. This reheated cold gas could be blown out to the hot gas
halo, from which it may subsequently re-cools (‘retention feedback’), or may be ejected
from the halo altogether (‘ejection feedback’). The distinction between these two modes
of feedback can have a significant impact on the galaxy luminosity function [Kauffmann
et al., 1999]. Radiative feedback on the other hand, modifies the rate at which gas cools,
either by altering the density profile or entropy of the hot gas halo (following injection
of energy into the halo due to mechanical feedback) or by reducing the fraction of
baryons that fall into dark matter haloes and changing the cooling rate (photo-ionization
suppression of star formation in low mass haloes).

Finally, chemical feedback changes the chemical composition of the protogalaxy.
Formation of stars changes the metal content of the ISM. Firstly, the act of forming stars
removes cold gas and associated metals from the ISM. Also, asstars evolve, they return
gas to the ISM with an enhanced metallicity. The return mechanism is usually stellar
winds and supernovae. This affects further star formation because: (1) the rate at which
gas cools is a function of metallicity, higher metallicity results in a shorter cooling time;
(2) metallicity of the stars has an effect on the luminosity and colours of the galaxy;
and (3) the optical depth of a galaxy scales linearly with themetallicity of its cold
gas. Type Ia supernovae dominate the production of iron whereas type II supernovae
primarily produce theα-elements and also nitrogen and sodium. Thus, abundance ratios
of metals in the ISM can contain clues to galaxy formation [Baugh, 2006].

In the standard model that we are discussing, haloes are assumed to grow through
mergers and accretion. The halo resulting from a merger event is smooth and devoid of
any substructure. The galaxies in progenitor haloes survive the merger of their parent
haloes as a result of them being more concentrated than the dark matter, due to dissi-
pative cooling of gas. This picture leads naturally to a scenario in which a dark halo
contains a massive central galaxy surrounded by smaller satellite galaxies. Satellite
galaxies lose their angular momentum due to dynamical friction and then merge into
the central galaxy. In addition to providing an alternativemechanism to gas cooling
for increasing the mass and luminosity of the central galaxy, the accretion of a satellite
galaxy can have more dramatic consequences. The impact of a galaxy merger is usually
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quantified by the ratio of mass of the accreted satellite galaxy to the mass of the central
galaxy [Kauffmann et al., 1999; Li et al., 2007b].

All of above elements can be combined with our knowledge of stellar evolution to
create predictions of the spectral energy distributions (SEDs) of galaxies, that is the
amount of energy emitted by a galaxy as a function of wavelength or energy. This is
usually achieved by using stellar population synthesis models, which provide a look-up
table of the SED of a single-age population of stars as a function of the time elapsed
since the stars were born. The stars are born with a distribution of masses set by an
assumed initial mass function (IMF) and have a given metallicity. As a simple stellar
population ages, hot massive stars evolve out of the main sequence most rapidly, with the
result that the flux of UV photons declines with age. Stellar population synthesis models
that encode this information are traditionally treated as trusted black boxes [Leitherer
et al., 1999; Bruzual & Charlot, 2003; Conroy, Gunn & White, 2009].

1.2.3 Modelling and key observations

Semi-analytic models and direct simulations of gas and darkmatter have been used to
study galaxy formation.

There are two principle algorithms in common use to follow the hydrodynamics
of gas in an expanding universe: particle-based Lagrangianschemes, which employ a
technique called smoothed particle hydrodynamics (SPH) [Monaghan, 1992; Springel
& Hernquist, 2003a; Springel, 2010], and grid-based Eulerian schemes [Cen & Ostriker,
1999; Ryu et al., 1993]. The SPH technique has traditionally achieved greater resolution
compared to Eulerian schemes, due to its comoving nature. Instead, grid based codes
deal much better with shocks and discontinuities. To improve the spatial resolution of
these codes, much work has been done on adaptive mesh refinement (AMR) [see e.g.
Nagai & Kravtsov, 2005]. While studying galaxy formation with such simulations, first
a large representative volume of the universe is simulated.Next, a single halo is ex-
tracted from this large volume and re-simulated at a much higher resolution with gas. In
the re-simulation, the region surrounding the high resolution volume is represented us-
ing higher mass particles, so that the tidal forces exerted on the high resolution structure
is properly represented.

Various tests have been conducted to compare the performance of various gas dy-
namical codes. The best agreement between these codes was found for the dark matter
distributions and the worst agreement for its X-ray luminosity [Baugh, 2006]. Quanti-
ties such as the gas temperature and the mass fraction of gas within the virial radius are
found to agree within 10%.

Galaxy formation is also studied, including in this thesis,using semi-analytic pre-
scriptions applied to dark matter halo merger trees drawn from N-body simulations.
Virialised dark matter haloes are identified in N-body simulations using a friend-of-
friend (FOF) algorithm. Merger trees describing the assembly of haloes can then be
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extracted from these simulations by relating haloes acrosstime as progenitors and de-
scendants. (This construction is not completely straightforward, as spurious halo frag-
mentation can sometimes occur. We discuss this further in Chapter 4.) Adding these
merger trees to semi-analytic models provides informationabout the spatial distribution
of galaxies [e.g. Kauffmann et al., 1999].2

Semi-analytic models then populate high redshift haloes with hot gas at halo virial
temperature and then calculate processes like gas cooling,star formation and feedback
halo-by-halo. A galaxy is assigned to the most bound particle in the halo in which it first
forms. When two haloes merge, the evolution of their constituent galaxies is computed
using dynamical friction arguments. The calculation of cooling rate of gas is carried
out under specialized conditions and depends upon a number of assumptions. The star
formation rate of a halo is proportional to the cold gas available in that halo. Kerěs et al.
[2005] addressed the question of how galaxies acquire theirgas in detail using SPH
simulations. They characterise their results in terms of two cooling regimes: a cold
mode in which gas is funneled down the filaments of large scalestructure onto galaxies,
and a hot mode in which gas cools from a quasi-static halo. Thecold flow is found to
dominate in low mass haloes (M < 3 × 1011 M⊙) and at high redshift (z > 3). Note
that the metallicity of gas can have significant impact on gascooling. Due to numerical
limitations, early semi-analytic models used a fixed globalmetallicity with some ad hoc
time evolution. However, as we do in this thesis, a self-consistent metallicity evolution
can now be incorporated using population synthesis models.

Such models have been fairly successful in explaining observations of galaxy lumi-
nosity functions, various scaling relations like the Tully-Fisher relation and the funda-
mental plane, the abundance ratios of elliptical galaxies and galaxy downsizing. Con-
tinued evolution of the models is driven by datasets where model predictions are at odds
with observations [Baugh, 2006].

As gas cools and condenses within dark matter potential wells, it emits copious
radiation. The energy radiated is comparable to the gravitational binding energy of the
baryons. Most of this cooling radiation is emitted by gas withT < 20000 K. As a result,
roughly 50% of it emerges in the Ly-α line. Moreover, this radiation is less likely to
be attenuated by dust since it will be emitted from the outer regions of the halo. This
picture has been put forward as an explanation to explain observations of large (≈ 100
kpc) luminous (L ≈ 1044 erg s−1) “blobs” of Ly-α emission found in narrow-band
surveys ofz = 3 protoclusters [Haiman & Loeb, 1999a; Steidel et al., 2000; Fardal
et al., 2001].

In addition to the Ly-α radiation, observational probes of galaxy formation include

2Advent of large volume, high resolution simulations such asthe Millennium [Springel et al., 2005]
have allowed exceptionally detailed study of galaxy formation using semi-analytic models [Bower et al.,
2006; De Lucia & Blaizot, 2007]. The Millennium Simulation is a pure dark matter simulation with
a ΛCDM model with21603 particles in a periodic cube500 h−1Mpc on a side. This corresponds to a
particle mass of8.6×108 h−1 M⊙. This simulation has about twenty million dark matter haloes atz = 0.
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cooling emission fromH2 molecules, metal poor stars in the Milky Way halo and grav-
itational waves from BH remnants of the first stars.

1.3 Inter-galactic medium

In the previous two sections, we saw how the hot ionized gas that formed as a result
of Big Bang nucleosynthesis recombined, and then cooled and fragmented in dark mat-
ter haloes to form protogalaxies with stellar populations,an inter-stellar medium, and
likely, a central massive black hole. We now turn to the baryonic component of the
universe that is outside these galaxies, namely the inter-galactic medium.

Field [1959a] made the first attempt to detect the IGM by observing the hyperfine
21 cm absorption feature from hydrogen. This attempt did notsucceed; it merely gave
an upper bound on the baryon density parameterΩb. However, a much improved mea-
surement on the IGM baryon density was available in the 1960swhen Gunn & Peterson
[1965] observed slight Ly-α absorption in the spectra of recently discovered quasars.
They concluded that the neutral hydrogen density in the IGM was very small compared
to the hydrogen density in stars. This meant that either galaxy formation was very ef-
ficient and that the IGM was largely empty, or that most hydrogen in the IGM was
ionized. The latter hypothesis was strongly corroborated by evidence of a rise in Ly-α
flux decrement in the spectra ofz & 6 quasars, and by other observations [Fan, Carilli
& Keating, 2006].

In the 1960s, individual Ly-α absorption features were also identified in high res-
olution QSO spectra [Bahcall, Greenstein & Sargent, 1968]. These features are now
collectively known as the Ly-α forest. From a systematic survey of such features, Sar-
gent et al. [1980] argued that the Ly-α forest is of extra-galactic origin and showed that
the measured widths of these features correspond to a temperature of104 K. The neu-
tral column densities of these absorption systems range from 1012 to 1022 cm−2. The
highest column-density systems are called damped Ly-α absorbers (DLAs). Many of
these hydrogen absorption systems also show absorption lines from metals like carbon,
silicon, nitrogen, oxygen, magnesium, iron, and others [e.g. Songaila, 2001]. The origin
of these metals in absorption systems is an open problem.

1.3.1 Absorption systems

The IGM is detected through the absorption features it produces in the spectrum of a
bright background source of light, like a quasar. Physics ofthese absorption features
can be described using the equation of radiative transfer.

We define the specific intensityIν(r, t, n̂) as the rate at which energy crosses a unit
area per unit solid angle per unit time as carried by photons of energyhPν traveling in
the direction̂n. The equation of radiative transfer in an expanding universe can then be
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written as [Abel, Norman & Madau, 1999; Choudhury, 2009]

∂Iν
∂t

+ cn̂ · ∇Iν −H(t)ν
∂Iν
∂ν

+ 3H(t)Iν = −cανIν + cjν . (1.41)

Here,αν(r, t, n̂) is the attenuation coefficient of the medium andjν(r, t, n̂) is the emis-
sion coefficient, which describes the local specific luminosity. As before,H(t) is the
Hubble parameter. In general, attenuation is due to absorption of photons and their
scattering out of the beam. We can then write the attenuationcoefficient as

αν(r, t, n̂) = ρ(r, t)κν(r, t, n̂) + n(r, t)σν(r, t, n̂), (1.42)

whereκν(r, t, n̂) is the medium’s opacity andσν(r, t, n̂) is its scattering cross-section.
As usual,ρ(r, t) is the mass density andn(r, t) = ρ(r, t)/m is the number density of
scattering particles of massm.

Equation (1.41) relates the observed specific intensity to the “incoming” specific
intensity and properties of the medium. Its formal solutionis given by

Iν = I inν0|s0,t0
[

a(t0)

a(t)

]3
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−
∫ s
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ds′αν′ |s′,t′
)

+
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−
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s′′
ds′αν′ |s′,t′

)

}

,

(1.43)

whereν0 = νa(t)/a(t0), ν ′ = νa(t)/a(t′), andν ′′ = νa(t)/a(t′′).
Absorption features in QSO spectra are a result of resonant scattering of photons

received from the QSO by atoms and molecules in the medium. Usually, this configu-
ration does not have intermediate sources so we can setjν = 0. For static atoms, the
cross section of resonant scattering is given by the Lorentzprofile. However, in general,
atoms are not static; they may undergo both a random thermal motion and some secular
motion. The secular motion does not modify the scattering cross-section; it may simply
doppler shift the line center. On the other hand, random motion does modify the cross
section by convolving the Lorentz profile with a Gaussian distribution of frequencies
about the line center. The result is called the Voigt profile.The cross section can now
be written as

σν =

(

πe2

mec

)[

1

4πǫ0

]

fluφV (a, ν), (1.44)

where

φV (a, ν) =
1

π1/2∆νD
H(a, x) (1.45)

is the normalised Voigt profile, that is

H(a, x) =
a

π

∫ ∞

−∞

dy
e−y2

(x− y)2 + a2
. (1.46)
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Here,a = Γul/4π∆νD is the ratio of the Lorentz profile damping width to the thermal
doppler width∆νD = νlu(2kBT/ma)

1/2/c. Also, flu is the oscillator strength of the
resonant transition. For the Ly-α transition,flu ≈ 0.4162.

We can now quantify the attenuation in the intensity of a background QSO using
Equation (1.43). The intensity will be attenuated by a factor e−τν , where, from Equation
(1.43),

τν =

∫ s

s0

ds′n(s′, t′)σν′ . (1.47)

This quantity is called the optical depth. Ifνlu is the resonance line frequency, then radi-
ation emitted by the source at timet0 and rest frame frequencyν0 > νlu, will be scattered
by the medium at timet′ given byν ′ = ν0a(t0)/a(t

′) = νlu. Thus the received spectrum
will be attenuated at all observed frequenciesν in the rangeνlu > ν > νlua(t0)/a(t),
or wavelengthsλlu < λ < λlua(t)/a(t0), whereλlu is the wavelength corresponding to
νlu. Further, we define the equivalent width of the absorption feature as

W =

∫

(1− e−τν )dν ≈
∫

τνdν, (1.48)

where the latter inequality holds for small optical depth (“optically thin medium”). For
optically thin systems in terms of the column densityN of absorbers (total number of
absorber per unit area column), the equivalent width can also be written as

W = N

∫

σνdν = Nσ0∆ν, (1.49)

whereσ0 is the cross-section averaged over a bandwidth∆ν.
Observations show that the IGM is in fact quite clumpy. Theseinhomogeneities re-

sult in discrete absorption lines in QSO spectra originating in distinct localised regions.
The resulting collection of absorption features is known asthe Ly-α forest. In this case
the optical depth becomesτν =

∑

i τν(i) whereτν(i) is the optical depth corresponding
to each region.

Absorption features comprising the Ly-α forest can be classified into three types
based on the physical origin on features: (1) Ly-α forest systems, (2) DLAs, and (3)
Lyman limit systems (LLSs). This classification is not strictly exclusive but Ly-α forest
systems typically have column densities ofN ≤ 1017 cm−2, while those for LLSs are
1017 − 1019 cm−2. DLAs are high column density systems withN > 1019.

Furthermore, the number of absorption systems per unit redshift increases with
increasing redshift. Part of this increase is expected simply because of the expand-
ing universe. Thus ifn(z) is the proper number density of absorbers, andσ(z) is
their proper absorption cross-section, then the number density per unit proper length
is dN/dl = n(z)σ(z). Since the line elementdl is given bydl/dz = c/H(z)(1 + z), it
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can be shown that

dN

dz
= (2100Mpc)nc(z)σ(z)(1 + z)1/2

(

1 +
2.3

(1 + z)3

)−1/2

, (1.50)

wherenc = n(1 + z)−3 is the comoving number density of absorbers. Thus, if the
comoving number density and absorption cross-section are constant, we expect an in-
crease proportional todN/dz ∝ (1 + z)1/2. For z < 1.5, it is seen that this correctly
describes the observed evolution of the number of absorption systems [Weymann et al.,
1998; Penton, Shull & Stocke, 2000; Penton, Stocke & Shull, 2004; Danforth & Shull,
2008].

However, for redshiftsz > 1.5, significant evolution indN/dz is seen. For example,
Kim et al. [2002] founddN/dz = 6.1(1 + z)2.47±0.18 for Ly-α forest systems at these
redshifts. This implies a significant evolution in the number density of absorbers and/or
the absorption cross-section. There is also a dependence onthe column density: the
number LLSs and DLAs grow more slowly that the Ly-α forest systems [Prochaska,
Herbert-Fort & Wolfe, 2005; Janknecht et al., 2006]. These observations, combined
with numerical simulations, suggest that this evolution can be attributed to (1) structural
evolution of the IGM, (2) evolution in the ionizing UV background, and (3) decreasing
gas density.3

Apart from hydrogen absorption systems mentioned above, deuterium and helium
absorption systems are also seen. High density Ly-α absorption systems can be used to
calculate the primordial deuterium abundance D/H, which can constrain cosmic baryon
density parameterΩb. This observation is difficult, but several measurements have been
made. The current best estimate for D/H islog10 D/H = −4.55± 0.04 [O’Meara et al.,
2006]. This corresponds to a baryon density parameterΩbh

2 = 0.0213 ± 0.0013 and a
nucleon-to-photon ratio ofη = 5.8± 0.3± 10−10 [Meiksin, 2009]. This is in agreement
with estimates based on the WMAP data combined with other datasets [Komatsu et al.,
2011]. The Helium Ly-α absorption has also been detected. At redshiftsz . 5 almost
all Helium in the IGM is expected to be in the form of HeII or He III . High column
densities of HeII have been reported atz & 3. For example, Heap et al. [2000] report
τ > 4.8 in the spectrum of az = 3.3 quasar. On the other hand, forz . 3, very low
optical depths have been reported. As an example, Davidsen,Kriss & Zheng [1996]
observedτ ∼ 1 in the spectrum of az = 2.7 quasar. This suggests that HeII was
ionized atz ∼ 3. It is now known that the HeII Ly-α optical depth is quite patchy,
consistent with ongoing Helium reionization atz ∼ 3.

Finally, absorption systems for elements heavier than Helium have also been de-
tected in the IGM. Most common metals are carbon, nitrogen, silicon and iron, although
other metals like oxygen, magnesium, neon, and sulfur are also detected. These metal

3All observations mentioned here obtaindN/dz by fitting to systems with constant HI column den-
sity. At low redshifts, gas density can reduce so that fewer systems are found in this range.
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absorption systems are useful probes of the temperature evolution of the IGM. Also,
since they were likely produced in stars and transported to the IGM by galactic winds,
metal systems also act as a probe of the star formation history. The IGM metallicity
appears to be roughly constant tillz ∼ 5 with the CIV density parameter of a few times
10−8 [Songaila, 2001]. There is tentative evidence that the metallicity goes down at
higher redshifts [Simcoe et al., 2011]. Metal absorption systems have also been used to
rule out the variability of the constants of nature. A variation of less that10−6 in the fine
structure constant has been inferred [Chand et al., 2004; Srianand et al., 2004].

1.3.2 Epoch of Reionization

Reionization of the IGM is an important stage in cosmologicalstructure formation. In
later chapters of this thesis, we will be concerned with the epoch of reionization of hy-
drogen, although two more epochs of reionization can be considered, for helium.4 The
epoch of hydrogen reionization has attracted much attention in the last decade following
measurement of the IGM Gunn-Peterson optical depth and thatof Thomson scattering
of CMB radiation in the IGM.

The Ly-α optical depth of the IGM measured in the spectra of severalz > 5.8
QSOs from the Sloan Digital Sky Survey (SDSS) show that the IGM was reionized at
z ∼ 5.7 [Fan et al., 2001]. The Ly-α optical depth rises rapidly at higher redshifts. By
z ∼ 6, optical depth measurement becomes difficult due to high absorption and only
lower limits can be obtained. Although, this rapid rise indicates the epoch of hydrogen
reionization, this interpretation is not straightforward. The reason behind this is that for
flat universe the Ly-α optical depth is given by

τ(z) ∼ 4.6× 105
ΩH I(z)h

Ω
1/2
m (1 + z)3/2

, (1.51)

whereΩH I is the neutral hydrogen density parameter. As a result, onlya small neu-
tral hydrogen fraction (order of10−4) is required to obtain a large Ly-α optical depth.
Another reason to doubt the above interpretation is becausesomez > 6 QSOs show
transmitted flux atz ∼ 6 [White et al., 2003, 2005].

Another indication of an epoch of hydrogen reionization at redshiftsz > 6 is pro-
vided by the WMAP measurements of the IGM Thomson scattering optical depth

τe =

∫ zu

zl

dznecσT

∣

∣

∣

∣

dt

dz

∣

∣

∣

∣

, (1.52)

whereσT is the Thomson cross section andne is the comoving electron density. The
five-year WMAP polarization data yield an optical depth ofτe = 0.087 ± 0.017 up to

4The epoch of ionization of HeI to He II is expected to coincide with that of hydrogen reionization
since both ionization processes require similar energies.As we saw before, HeII to He III reionization
epoch is expected to be distinct, at aroundz ∼ 3.



25

the epoch of reionization, which yieldsz ∼ 11.0 ± 1.4 for the redshift of reionization
assuming that it was an instantaneous event throughout the universe [Dunkley et al.,
2009]. The 2σ and 3σ lower limits arez > 8.2 andz > 6.7 respectively.

A third probe of the epoch of reionization comes from surveysof galaxies with
strong Ly-α emission lines. These photometrically selected galaxies are also known as
Ly-α emitters (LAEs). More than 100 LAEs have been observed atz ∼ 6.5 and many
have now been spectroscopically confirmed. These galaxies are expected to represent a
significant fraction of star forming galaxies at high redshift. Properties of LAEs directly
probe the IGM neutral fraction: in a largely neutral IGM the Ly-α emission is consider-
ably attenuated. Thus, we expect that the Ly-α galaxy luminosity function will decrease
sharply in an increasingly neutral IGM.

Malhotra & Rhoads [2004] and Stern et al. [2005] determined the luminosity func-
tion of these galaxies atz = 6.5 andz = 5.7. They found no evolution between these
two redshifts, consistent with the interpretation that theIGM was largely reionized by
z ∼ 6.5. Interpreting high redshift luminosity functions is not straightforward and de-
tailed modelling is required. For instance, local HII regions around these galaxies can
affect luminosity function evolution [Cen, Haiman & Mesinger, 2005] and clustering of
galaxies can enhance this effect [Cen, 2005].

An alternative method of observing the epoch of reionization is through the de-
tection of the 21 cm signature from the neutral hydrogen in the IGM before and dur-
ing the reionization process. We will consider the use of this method for studying the
post-reionization IGM later in this thesis. We are interested in the two hyperfine lev-
els of the ground energy state of HI. We denote the lower hyperfine level by0 and
higher hyperfine level by1. Level 1 is a triplet and level0 is a singlet. Energy differ-
ence between two levels isE10 = 5.9 × 10−6 eV, which corresponds to temperature
T∗ = E10/kB = 0.068 K. A transition between these states corresponds to rest frame
frequency ofν10 = 1420.4057 MHz (or rest wavelength ofλ10 = 21.10611 cm) and
is potentially observable in emission or absorption. The emission and absorption of 21
cm radiation from a neutral IGM is governed by the spin temperatureTS of hydrogen,
defined by

n1

n0

= 3 exp

(

−T∗

TS

)

, (1.53)

wheren0 andn1 are the singlet and tripletn = 1 hyperfine levels. In the presence of
the CMB alone, the spin temperature quickly comes into equilibrium with the CMB
temperature, in about105 yr. Thus there will be no detectable absorption or emission
relative to the CMB. This is precisely what is expected to happen at redshifts40 < z <
1100. There are however, two mechanisms that can break the coupling with the CMB,
namely (1) collisions between hydrogen atoms, and (2) the Wouthuysen-Field effect.
Collisional coupling between the spin and kinetic temperatures is dominated by spin
exchange between colliding hydrogen atoms. Electron-hydrogen and proton-hydrogen
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collisions may also contribute. The Wouthuysen-Field effect mixes the hyperfine levels
of neutral hydrogen in its ground state via an intermediate transition to the2p state due
to scattering by Ly-α photons. An atom initially in then = 1 singlet state may absorb a
Ly-α photon that puts it in ann = 2 state, allowing it to return to the tripletn = 1 state
by spontaneous decay. Due to these two effects, a patchwork of 21 cm absorption or
emission against the CMB will result. While the collisional coupling is significant only
at high densities and temperatures, the Wouthuysen-Field coupling can be a dominant
mechanism at detectable redshifts. Several large radio telescopes are trying to measure
this signature, thereby revealing the transition from a neutral IGM to an ionized one.

Equilibrium implies that the spin temperature of neutral hydrogen is

TS =
TCMB + yαTα + ycTK

1 + yα + yc
, (1.54)

where

yα ≡ P10

A10

T∗

Tα

and yc ≡
C10

A10

T∗

TK

, (1.55)

are called the Ly-α and collisional pumping efficiencies respectively. The quantity TK

is the kinetic temperature of the hydrogen, whileTα is the colour temperature. Also,
C10 is the collisional de-excitation rate,P10 is the rate of indirect de-excitation via the
Wouthuysen-Field effect andA10 is the EinsteinA coefficient.

The basic idea behind 21 cm observations can be understood byconsidering a patch
of neutral hydrogen with spin temperatureTS 6= TCMB, having angular size in the sky
that is large compared with the beam-width, and radial velocity extent that is larger than
the bandwidth due to Hubble expansion. Then this cloud will appear in emission or
absorption against the CMB. We can calculate the inter-galactic optical depth as fol-
lows. For a two-level system, it is possible to define Einstein coefficients of stimulated
and spontaneous emission (B10 andA10) and stimulated absorption (B01). When the
system is in thermodynamic equilibrium, there is a definite relationship between these
coefficients, known as Einstein relations. Once the Einstein coefficients for a system are
known we can write down the emission and absorption coefficients that appear in the
radiative transfer equation. In our case when the HI cloud is in thermal equilibrium, its
absorption coefficient is given by

αν =
hν

4π
n0B01

[

1− exp

(

E10

kBT

)]

φ(ν), (1.56)

whereφ(ν) is the line profile andn0 is the number density of atom in the 0 level. The
optical depth is then given by

τν =

∫

ds
hν

4π
n0B01

[

1− exp

(

hν

kBTs

)]

φ(ν). (1.57)
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Figure 1.1: Evolution of the 21 cm spin temperature. Solid line is CMB temperature,
dot-dashed line is matter temperature, and dashed line the 21 cm spin temperature. See
text for details.
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Figure 1.2: Spectrum of the 21 cm brightness temperature contrast in a observationally
constrained reionization model. Effect of Ly-α pumping is clearly seen. Left hand side
panel also shows the effect of X-rays on the spectrum. See text for details.

Using the Einstein relationsB01 = 3B10 andB10 = c2A10/2hν
3, we can then write the

optical depth as

τν =

∫

dsσ01

[

1− exp

(

hν

kBTs

)]

φ(ν), (1.58)

where

σ01 =
3c2A10

8πν2
. (1.59)

The integral simplifies ifTs is sufficiently large, so that

τν ≈ σ01

(

hν

kBTs

)(

NHI

4

)

φ(ν), (1.60)

whereNHI is the neutral hydrogen column density, and the factor1/4 gives the fraction
of atoms in the0 level. In our case the line profile will include effect of natural, thermal
and pressure broadening. This optical depth is typically much less than unity.

A different observational strategy is to cross-correlate measurements of patches sep-
arated in angle or frequency. This allows one to detect individual large HII regions or
a globally statistically averaged signal (“the 21cm power signal”). The biggest problem
in this approach is foreground subtraction. Discussion of feasibility of this technique
is available in the literature [See e.g. Oh & Mack, 2003; Morales, Bowman & Hewitt,
2006].
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Figure 1.3: Comparison of model predictions from Choudhury & Ferrara [2006] to
observations. Relevant panels indicate (a) the volume averaged H I fraction with the
observational lower limit from QSO absorption lines atz = 6. The ionized fraction
is shown with a dashed line. (b) the star formation rate density for different stellar
populations, (d) the Thomson scattering optical depth, (e)Ly-α effective optical depth,
(h) photoionization rate estimates and (i) temperature of the mean density IGM.
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1.3.3 Modelling the IGM

After surveying our current knowledge of the IGM and the observations that have re-
vealed it, we now discuss a basic theoretical framework required for modelling reion-
ization of the IGM. We also discuss results from simulationsof the IGM.

Photons with energies exceeding the ionization potential of a bound electron in a
hydrogen atom will ionize the neutral hydrogen atoms in the IGM at the rate per neutral
atom

ΓH I = 4π

∫ ∞

νH I

dν
Jν
hPν

σH I(ν), (1.61)

whereσH I(ν) is the photoelectric cross-section,νH I is the threshold frequency required
to ionize hydrogen (the Lyman limit), andJν is the mean specific intensity of the am-
bient radiation field. The mean specific intensity is obtained by averaging the specific
intensityIν over a large volume and over all directions

Jν(t) ≡
∫

V

d3x

V

∫

dΩ

4π
Iν(x, t, n̂). (1.62)

Free electrons are radiatively captured by protons at a rateper protonnrαH II (T ),
whereαH II (T ) is the total rate coefficient for radiative capture, which issame as the
case A radiative recombination coefficientαA(T ), the total rate coefficient for radiative
coefficient summed over recombinations to all energy levels. As a result, in presence of
ionizing radiation, the evolution of the mean neutral hydrogen densitynH I is given by

ṅH I = −3H(t)nH I − ΓH InH I + CαH II (T )nH II (T )ne. (1.63)

Note that we have multiplied the recombination term by the quantityC. This quantity is
known as the clumping factor and is defined as

C ≡ 〈nH IIne〉
〈nH II 〉〈ne〉

=
〈n2

H〉
〈nH〉2

, (1.64)

where the angle brackets denote space average and the last equality holds when the IGM
has hydrogen alone. In the presence of Helium, similar equations describe evolution of
He I and HeII number density. This ionization equation is usually supplemented by the
evolution of the IGM temperatureT , which is given by

Ėkin = −2H(t)Ekin + Λ, (1.65)

whereEkin = 3kBTnH is the gas kinetic energy andΛ is the net heating rate which takes
into account all heating and cooling sources, like photoionization heating, Compton
cooling and recombination cooling. The first term on the right hand side takes into
account the adiabatic cooling of the gas because of cosmic expansion.
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In order to model reionization, we have to solve Equation (1.63), which requires us
to calculate the mean specific intensity of ionizing radiationJν(t). This can be done by
solving the cosmological radiative transport equation, Equation (1.41), where the source
term is obtained by modelling the sources of reionization. If we average Equation (1.41)
over a large volume and over all angles, we get

J̇ν = −3H(t)Jν − cκνJν +
c

4π
ǫν , (1.66)

where the coefficientsκν andǫν are averaged over large volume.
We can define the volume filling factor of ionized regions, i.e. the fraction of total

IGM volume occupied by ionized hydrogen, to beQHII . Reionization is said to be
complete whenQHII = 1. Further, we can write the number density of ionizing photons
as

nJ(t) =
4π

c

∫ ∞

νHI

dν
Jν
hpν

. (1.67)

Since there is no ionizing flux within the neutral regions, the photoionization rate per
hydrogen atom within the ionized regions is

ΓII
H I =

1

QHII

4π

∫ ∞

νH I

dν
Jν
hPν

σH I(ν), (1.68)

where the factorQ−1
HII accounts for the fact that the radiation is limited to that fraction of

the total volume. The emission rate of ionizing photon per unit volume from sources of
emissivityǫν is

ṅph =

∫ ∞

νHI

dν
ǫν
hpν

. (1.69)

The averaged radiative transport equation of Equation (1.66) can now be written as

ṅJ = −3H(t)nJ −H(t)
4π

c

JνHI

hp

+ ṅph − nII
HIQHIIΓ

II
H I − nII

HII

dQHII

dt
, (1.70)

wherenII
i denotes the number density of speciesi in the H II regions. We now have

to solve Equations (1.63) and (1.70) in order to get the evolution of the IGM ionization
state. However, we can now reduce these two coupled differential equations into a
single first-order equation by assuming (1) that the ionizing photons’ mean free path is
much smaller compared to the Hubble length, and (2) that the IGM is in photoionization
equilibrium.

It can be shown that with the first assumption, the specific intensityJν can be related
to the emissivity through a simple form

Jν(t) ≈
ǫν(t)λν(t)

4π
, (1.71)
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whereλν = κ−1
ν is the photon mean free path. We can also ignore the terms containing

J andnJ in Equation (1.70). This equation then becomes simply

dQHII

dt
=

ṅph

nII
HII

− dQHIIΓ
II
H I . (1.72)

Now, our second assumption implies, from Equation (1.63), that

nHIIΓ
II
H I = Cα(T )nII

e . (1.73)

This lets us combine Equations (1.63) and (1.70) into a single equation

dQHII

dt
=

ṅph

nII
HII

− Cα(T )nII
e . (1.74)

Figure 1.3 shows the result of solving this equation. We notein passing that the photo-
heating rate can be calculated as

Γph,HI = 4π

∫ ∞

νHI

dν
Jν
hpν

hp(ν − νHI)σHI(ν). (1.75)

The number of ionising photonṡnph depends on the assumptions made regarding
the sources. If we assume that hydrogen reionization is primarily driven by stellar
sources, theṅnph(z) is essentially determined by the star formation rate (SFR) den-
sity ρ̇∗(z). The first step in this calculation is to evaluate the comoving number density
N(M, z, zc)dMdzc at redshiftz of collapsed halos having mass in the rangeM and
M + dM and redshift of collapse in the rangezc andzc + dzc [Sasaki, 1994]:

N(M, z, zc)dMdzc = N(M, zc)ν
2(M, zc)

Ḋ(zc)

D(zc)

× psurv(z, zc)
dt

dzc
dzcdM,

(1.76)

whereN(M, zc)dM is the comoving number density of collapsed halos with mass be-
tweenM andM + dM , also known as the Press-Schechter (PS) mass function [Press
& Schechter, 1974], andpsurv(z, zc) is the probability of a halo collapsed at redshiftzc
surviving without merger till redshiftz. This survival probability is simply given by

psurv(z, zc) =
D(zc)

D(z)
, (1.77)

whereD(z) is growth function of matter perturbations. Furthermore,ν(M, zc) is given
by δc/[D(zc)σ(M)], whereσ(M) is the rms value of density fluctuations at the comov-
ing scale corresponding to massM andδc is the critical overdensity for collapse of the
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halo. Next, we assume that the SFR of a halo of massM that has collapsed at an earlier
redshiftzc peaks around a dynamical time-scale of the halo and has the form

Ṁ∗(M, z, zc) = f∗

(

Ωb

Ωm

M

)

t(z)− t(zc)

t2dyn(zc)

× exp

[

−t(z)− t(zc)

tdyn(zc)

]

.

(1.78)

wheref∗ denotes the fraction of the total baryonic mass of the halo that gets converted
into stars. The global SFR density at redshiftz is then

ρ̇∗(z) =

∫ ∞

z

dzc

∫ ∞

Mmin(zc)

dMṀ∗(M, z, zc)N(M, z, zc), (1.79)

where the lower limit of the mass integral,Mmin(zc), incorporates the fact that low-
mass halos do not form stars; its value is decided by different feedback processes. Here,
we exclusively consider radiative feedback. For neutral regions, we assume that this
quantity is determined by atomic cooling of gas within haloes (we neglect cooling via
molecular hydrogen). Within ionised regions, photo-heating of the gas can result in a
further suppression of star formation in low-mass haloes. We compute such (radiative)
feedback self-consistently from the evolution of the thermal properties of the IGM, as
discussed in Section 3.1.3.

We can then write the rate of emission of ionising photons perunit time per unit
volume per unit frequency range,ṅν(z), as

ṅν(z) = Nγ(ν)fescρ̇∗(z), (1.80)

whereNγ(ν) is the total number of ionising photons emitted per unit frequency range
per unit stellar mass andfesc is the escape fraction of photons from the halo. The quan-
tity Nγ(ν) can be calculated using population synthesis, given the initial mass function
and spectra of stars of different masses [Samui, Srianand & Subramanian, 2007].



Chapter 2
Metal enrichment and reionization
constraints on early star formation

The period of transition of the IGM from a completely neutralto a completely ionized
state is known as the epoch of reionization [EoR; Loeb & Barkana, 2001]. The study
of EoR has been an active area of research in recent years. Theoretical ideas about
the reionization history have been constrained by a varietyof observations [Choudhury
& Ferrara, 2006; Fan, Carilli & Keating, 2006]. For example, observations of Gunn-
Peterson troughs in AGN spectra atz ∼ 6 [Becker et al., 2001; Fan et al., 2006] indicate
that the process of reionization was nearly complete by thatredshift. Bounds on lu-
minosity function of Lyα galaxies at high redshifts [Malhotra & Rhoads, 2004; Stern
et al., 2005; Bouwens et al., 2008, 2010a] also constrain the EoR. These bounds are
consistent with the conclusion that the IGM was completely ionized byz ∼ 6. Fur-
thermore, Thomson scattering by free electrons in the IGM ofthe anisotropic photon
distribution that constitutes the CMB leaves a signature in its temperature and polariza-
tion anisotropy. The optical depth due to this scattering [Spergel et al., 2003; Dunk-
ley et al., 2009] is another probe of EoR. WMAP five-year data indicate a value of
τ ∼ 0.084 ± 0.016 that corresponds toz ∼ 10 as the redshift for instantaneous reion-
ization. Realistic scenarios, however, predict a protracted EoR where the process of
ionization starts aroundz ∼ 20 and ends byz ∼ 6.

In this chapter, we consider the question of the sources of reionization. In the
currently-favouredΛCDM cosmological model, large scale structures in the universe
like galaxies and clusters of galaxies are believed to have formed by gravitational ampli-
fication of small perturbations [Peebles, 1980; Padmanabhan, 2002; Bernardeau et al.,
2002]. Much of the matter in galaxies and clusters of galaxies is the so called dark
matter that is believed to be weakly interacting and non-relativistic [Trimble, 1987; Ko-
matsu et al., 2009]. Dark matter responds mainly to gravitational forces, and by virtue
of larger density than baryonic matter, assembly of matter into haloes and large scale
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structure is driven by gravitational instability of initial perturbations. Galaxies are be-
lieved to form when gas in highly over-dense haloes cools andcollapses to form stars
in significant numbers [Hoyle, 1953; Rees & Ostriker, 1977; Silk, 1977; Binney, 1977].
The formation of first stars [McKee & Ostriker, 2007; Zinnecker & Yorke, 2007; Bromm
& Larson, 2004] in turn leads to emission of UV radiation intothe IGM. Due to this UV
radiation, early star-forming galaxies are the most-favoured candidates as the sources of
IGM reionization.

Although stellar sources are believed to be the most plausible candidates, many
other sources of ionizing radiation have also been considered in the literature [Yan
& Windhorst, 2004; Schneider et al., 2006; Choudhury & Ferrara, 2007]. With their
hard spectra, active galactic nuclei (AGNs) of high redshift galaxies can be very effec-
tive in ionizing large regions of the IGM. However, the AGN density goes down more
rapidly forz > 3 than the density of star-forming galaxies [Miralda-Escude& Ostriker,
1990; Madau, Haardt & Rees, 1999; Haehnelt et al., 2001] and therefore AGNs are not
expected to contribute significantly to the ionizing radiation. X-rays from low mass
quasars, X-ray binaries and supernova remnants are constrained by the soft X-ray back-
ground observed today [Dijkstra, Haiman & Loeb, 2004]. Particle decays can also play
only a minor role in reionization [Bharadwaj & Sethi, 1998; Mapelli & Ferrara, 2005].
In this chapter, we assume that it was radiation from early stars that ionized the IGM
and ignore other possibilities.

The total photon emissivity of early stars is poorly known. Studies of reionization
typically use observations with semi-analytic models of heating and ionization of the
IGM where efficiency of star formation, evolution of star formation rates, the number
of ionizing photons emitted per baryon in stars, etc. are parameterized in some manner
[Chiu & Ostriker, 2000; Choudhury & Ferrara, 2005]. Given the complexity of most
of these approaches, and the number of parameters, it is often impractical to scan the
parameter space. The main lesson we learn from these studiesis that we may not require
extraordinary physical processes in order to satisfy available observational constraints
of reionization. In the approach that we take here, we make anattempt to simplify mod-
eling of star formation and other astrophysical aspects of the problem. This allows us to
reduce the number of free parameters in this sector while retaining many significant as-
trophysical relationships. Statements can then be made about quantities like the escape
fraction of UV photons,fesc,γ and their correlations with the cosmological parameters.

Large uncertainties exist in parameters related to early star formation, e.g. the escape
fraction of UV photons,fesc,γ, the stellar initial mass function (IMF) and the efficiency
of star formation,f∗ [Bunker et al., 2004]. It has been suggested in the literaturethat
a top-heavy IMF with very massive stars is not necessarily favored to satisfy the reion-
ization and metal enrichment constraints [Daigne et al., 2006; Venkatesan & Truran,
2003].

In this work we assume that early star formation happens predominantly during
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IMF Mlow/M⊙ Mhigh/M⊙ Zinput Nγ p Nγfesc,γf∗
1. Kroupa 0.1 100 0.0004 6804 0.0123 50.0
2. Kroupa 0.5 100 0.0004 9280 0.0167 50.0
3. Kroupa 0.1 100 0.001 6297 0.0159 50.0
4. Salpeter 1 100 0.001 11237 0.0283 50.0
5. Kroupa 0.1 100 0.02 3996 0.0261 50.2

Table 2.1: Various IMFs used in this study are summarized here.Mlow andMhigh are the
lower and upper mass cut-offs for the IMFs respectively.Zinput denotes the metallicity
of the gas from which stars are formed.Nγ is the number of ionizing photons produced
per baryon in stars andp is the metal yield per baryon in them.Nγ andp are obtained
using population synthesis models. The last column lists the value ofNγfesc,γf∗ for the
WMAP5 best-fit model with the corresponding IMF. This quantity is proportional to the
number of photons escaping into the IGM for every baryon inside a collapse halo.

formation and major mergers of haloes, and occurs as a short lived burst. Photon emis-
sivities and metal yields can then be calculated using population synthesis models for
different IMFs [Leitherer et al., 1999; Bruzual & Charlot, 2003]. We then test if these
scenarios generate enough photons to ionize the universe byz ∼ 6 by comparing with
the observed Thomson scattering optical depth. We also require the models to satisfy
constraints arising from the observations of the metal content of the IGM. This con-
strains the amount of processed elements that escape from the ISM to the IGM. We can
use models for outflows as a guide and put constraints on the efficiency of star forma-
tion, or use “reasonable” values of the efficiency of star formation to constrain the metal
escape fraction. We can also combine the two constraints to scale out efficiency of star
formation. As a result, we are able to constrain both the evolution of the universal stellar
IMF during the EoR and its slope at the high mass end.

In summary, in this chapter we combine constraints of enrichment of the inter-
galactic medium with observations of reionization, and check whether the extra infor-
mation can provide constraints on the initial mass functionduring early star formation.
We also ask if the combined constraints be used to make usefulstatements with regard
to other potential sources of ionization. Finally, we studyany correlations between the
parameters that describe star formation and cosmological parameters.

2.1 Observations

The IGM occupies most of the space and a substantial amount ofmatter in the Universe.
Indeed, it is believed that at least half of the baryons in theuniverse are in the IGM. Thus
it is not surprising that the observations of IGM dominate when we discuss constraints
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on models of reionization. We introduce observations that are used for constraining
models in this chapter.

Observational constraints that we use are essentially two:metallicity of the IGM as
seen in quasar absorption systems, and the Thomson scattering optical depth from the
cosmic microwave background. A third observation that can potentially be used is that
of the cosmic stellar matter density, which we model in a manner explained below. We
do not discuss constraints arising from this type of observations as the observational
bounds on models are not very strong at present. It is not possible to use other observa-
tional constraints in the global averaged model discussed here [Choudhury & Ferrara,
2007] .

2.1.1 Metallicity of the IGM

Observations of absorption systems in quasar spectra have been used to put constraints
on the average metallicity of the IGM [Cowie et al., 1995; Songaila, 1997; Ellison et al.,
2000; Simcoe, Sargent & Rauch, 2004; Becker, Rauch & Sargent, 2009; Ryan-Weber
et al., 2009]. These observations indicate that the amount of C IV in the IGM does not
evolve significantly between2 ≤ z ≤ 5.5 [Songaila, 2001; Becker, Rauch & Sargent,
2009; Ryan-Weber et al., 2009]. It is not yet clear whether theIGM has been contam-
inated by metals throughout, or if the enriched regions of the IGM are restricted to the
neighborhood of galaxies and filaments. There are also issues related with understand-
ing the ionization state of metals to map the absorption by a particular species to average
metallicity [Schaye et al., 2003]. Observations also support a correlation between den-
sity and metallicity of the IGM, indicating that regions in proximity of galaxies are
enriched to higher level than regions of IGM far away from galaxies [Schaye et al.,
2003; Pieri, Schaye & Aguirre, 2006; Scannapieco et al., 2006]. We assume that the
IGM is uniformly enriched at the level indicated by Songaila[2001] atz ∼ 5.5.

Winds and outflows are expected to be the dominant processes that lead to ejection of
metals from the inter-stellar medium (ISM) of galaxies. There is considerable evidence
in favor of this mechanism as observations have detected outflows around almost all
galaxies at high redshifts [Pettini et al., 2001; Frye, Broadhurst & Beńıtez, 2002]. The
fraction of processed metals that can be deposited from the ISM to the IGM without dis-
turbing the IGM in an observable manner is not known. Severalauthors often assume
that around 1% of metals produced in galaxies can be ejected and deposited in the IGM.
This may also be computed from first principles in detailed models [Daigne et al., 2004,
2006; Samui, Subramanian & Srianand, 2008]. In these modelssupernova-driven out-
flows are responsible for the IGM enrichment. The efficiency of these outflows depends
on the star formation efficiency, the IMF and the efficiency ofwinds [Madau, Ferrara
& Rees, 2001; Scannapieco, Ferrara & Madau, 2002; Scannapieco, 2005; Furlanetto &
Loeb, 2003]. For a star formation efficiency of 10% the volumefilling factor of the
ejecta can be 20–30% and atz ∼ 3 the IGM metallicity could be around [-3] as detected
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by Songaila [2001].

2.1.2 CMB constraints on IGM reionization

Finally, observations of the temperature and polarizationanisotropies in the CMB pro-
vide a constraint on the EoR. Free electrons produced during reionization scatter the
CMB photons and suppress temperature anisotropies on scalessmaller than the Hubble
radius at that time. The suppression is of the formCT ′

l = e−2τCT
l where

τ =

∫

ne(t) σT c dt (2.1)

is the Thomson scattering optical depth. Herene(t) is the number density of free elec-
trons andσT is the Thomson scattering cross-section. This damping is degenerate with
the amplitude of the primordial power spectrum. The degeneracy is broken by detection
of a polarization anisotropy for scales greater than the Hubble radius at the reionization
redshift, an effect that dominates at scale of the Hubble radius at EoR and has an ampli-
tude proportional toτ . Any model of reionization must reproduce the observed value of
optical depth1.

2.2 Analytical Model

The reionization history depends on the star formation history of the universe, which
in the simplified models is closely related to the halo formation history. The IMF of
stars and the escape fraction for ionizing photons then giveus the number of ionizing
photons that are available as a function of time. These can then be used to compute the
evolution of the neutral or ionized fraction of gas in the universe. Here, we assume that
star formation is triggered during formation of haloes. As most time scales of interest
are longer than the dynamical time scale over which the bulk of star formation takes
place, we assume star formation to be instantaneous in our model.

Observations of galaxies at high redshifts can be used to infer the density of matter in
stars,ρ∗, at those redshifts. One way of estimating this quantity is to use the luminosity
function of galaxies in various wavelength passbands and combine these with population
synthesis models and an assumed IMF [Madau et al., 1996; Lilly et al., 1996; Bouwens
et al., 2007]. We do not use these observations here as current observations do not
provide sufficiently strong constraints. This is expected to change in coming years with
better observations.

1For a forecast on anticipated improvements of observational estimation ofτ , please see Colombo &
Pierpaoli [2009].
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Instead, we assume that stars form only in virialised haloes. We take the minimum
mass of star-forming haloes to be108 M⊙, this is a proxy for haloes with a virial temper-
ature of104 K. We do not take into account star formation in haloes of around 106 M⊙

that is aided by molecular cooling [Tegmark et al., 1997]. Wealso ignore the effects of
feedback that raise the Jeans mass to around109 M⊙

2. We can then obtain metal and
photon yields by using population synthesis models: we use the STARBURST99 code
[Leitherer et al., 1999; V́azquez & Leitherer, 2005]. This assumption allows us to con-
nect the rate of change of stellar mass to the rate of change ofthe total mass contained in
massive haloes. We obtain this rate from the Press-Schechter formalism for a Gaussian
PDF as

Ḟ (m, z) = −
√

2

π

ż δc (1 + z)3

σ(m)d+(z)
exp

( −δ2c
2σ2(m)

)

∂ log d+
∂ log a

, (2.2)

where an overdot denotes derivative with respect to the cosmic time, a prime denotes
derivative with respect to the redshift, andF is the fraction of haloes with mass greater
thanm [Press & Schechter, 1974]. The critical density for spherical collapse is sym-
bolized byδc, andσ2(m) is the variance in the initial density fluctuation field when
smoothed with a top-hat filter of a scale corresponding to massm. The rate of growth
for perturbations in the linear theory is denoted byd+(z).

The total amount of baryons added to haloes of mass greater than108 M⊙ is taken
to be the amount of gas available for star formation. Gas already present in haloes is
not considered for star formation. We do not consider the contribution of minihaloes as
these do not contribute significantly to the total star formation due to radiative feedback
[Trenti & Stiavelli, 2009]. We define the efficiency of star formation,f∗ as the fraction
of this gas that is converted into stars. The rate of change ofstellar mass can now be
written as

ρ̇∗(z) = f∗ΩbρcḞ (108 M⊙, z), (2.3)

whereρc is the critical density andΩb is the density parameter for baryons. Here we
have ignored mass lost by stars through winds, outflows, and supernovae. This can be
taken into account using, for example, population synthesis models3. Equation (2.3)
illustrates the small number of parameters and approximations that go into estimating
ρ̇∗ in our formulation.

2.2.1 Reionization

We consider a globally averaged evolution of ionized fraction instead of following evo-
lution of HII regions around haloes, the approach used in most studies [Chiu & Ostriker,

2We have checked that including the effects of radiative feedback increases the required star formation
efficiency by around20%.

3A starburst with a Kroupa IMF and an initial metallicity of 0.02 loses about 10% of its mass to the
ISM through these effects under normal assumptions.
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Figure 2.1: The productsf∗fesc,Z andf∗fesc,γ against cosmological parametersns andτ
for our fiducial model — model 1 of Table (2.1). The star symboldenotes the WMAP5
best fit model. These points also represent lower bounds onfesc,Z andfesc,γ. Please see
text for details.

Figure 2.2: The productf∗fesc,Z against cosmological parametersτ andσ8 for model 1
of Table (2.1). The star symbol denotes the WMAP5 best fit model.
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Figure 2.3: The productf∗fesc,γ against cosmological parametersns andσ8 for model 1
of Table (2.1). The star symbol denotes the WMAP5 best fit model.

2000; Sethi, 2005]. Further, we assume that during reionization, a region is either neu-
tral or completely ionized. With these assumptions, the evolution of the ionized fraction
evolves as:

ẋ = −αBC2nHx+ σpynHc(1− x), (2.4)

ẏ = −σpy nH c(1− x) +mpf∗fesc,γḞNγ, (2.5)

wherex is the fractional volume that is ionized, andy is the number of ionizing photons
per baryon.σp denotes the effective cross-section of photoionization,αB is the recom-
bination coefficient for all levels except the ground state of neutral hydrogen, andmp

denotes the mass of a proton.
The first term on the right hand side of equation (2.4) describes recombination.C

is the clumping factor defined asC2 = 〈n2
H〉/〈nH〉2. This term usually involves square

of the ionized fraction but in our model we assume that the ionized fraction is either
unity or zero. This, when used in volume averaging over the universe with an additional
assumption that the clumping is the same in ionized and neutral regions, leads to a linear
dependence. In the process of averaging, the meaning ofx changes from the ionized
fraction to the volume filling fraction of the ionized regions. We can express this in
terms of equations:

1

V

∫

n2
Hx

2dV =
〈n2

H〉
V

∫

x2dV =
〈n2

H〉
V

∫

xdV = 〈n2
H〉x. (2.6)

We have assumed that the clumping factor is the same in all parts of the universe, this
allows us to take〈n2

H〉 outside the integral. The third equality in equation (2.6) follows
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from the definition ofx as a filling fraction. We also expectC to change with redshift
due to the evolution of clustering. We take this dependence to be of the form

C2 ≃ 26.2917 exp
[

−0.1822z + 0.003505z2
]

, (2.7)

as obtained from high-resolution simulations by Iliev et al. [2007].
Sources of ionizing radiation are represented in the last term of equation (2.5),Ḟ

being related to the formation rate of collapsed haloes. This is obtained from the Press-
Schechter formalism as described above.Nγ denotes the number of photons produced
per unit mass of star formation. Ionization of neutral hydrogen is described in the last
term on the right hand side of equation (2.4). This term occurs in both equations. We
neglect the contribution of collisional ionization.

2.2.2 Metal Enrichment

The amount of metals produced per baryon in stars can also be computed once we fix
the initial mass function (IMF) of stars and metallicity of the star-forming gas [Leitherer
et al., 1999; V́azquez & Leitherer, 2005]. We can write

nZ = f∗fesc,Z Ωb
ρc
mp

Ḟ (108 M⊙, z) p (2.8)

for the number density of metals that reaches the IGM. Herefesc,Z is the fraction of
total metals produced that is deposited in the IGM andp is the metal yield of the stars
per baryon. Note that we assume the same escape fraction for metals from galaxies of
different masses, whereas it is far more likely that low massgalaxies lose nearly all the
metals from the ISM and more massive galaxies lose very little [Dekel & Silk, 1986].

Having modeled the ionization and metal enrichment of the IGM, we solve these
equations numerically for different cosmological models.The system of equations (2.4)
and (2.5) is “stiff,” since(x = 0, y = 0) is a stable point and time scales for evolution
of x andy are very different. Further,x is bounded from above (by unity) whiley is
not. Thus the usual forward differencing methods do not giveaccurate solutions easily.
We bypass this problem by noting that during the process of reionization almost every
ionizing photon will be immediately absorbed by the medium4. This means that the two
terms in the right hand side of the second equation are of the same order tillx becomes
nearly equal to1, whereas the left hand side is much smaller and may be assumedto
be zero. This reduces the system of equations to a single equation, which can now be
solved using forward differencing methods. Note that this approximation is not valid

4There are two approximations being discussed here: one approximation is that all UV photons are
available for ionizing atoms. This is not really true as ionized regions can be expected to host an ion-
izing background. The other approximation is in solving theequations that we arrive at with the first
approximation.
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Figure 2.4: The productsf∗fesc,Z andf∗fesc,γ for model 2 of Table (2.1). Corresponding
plots from Figure 2.1) are superimposed in grey. Filled stars denote values for the
WMAP5 best-fit models.

Figure 2.5: The productsf∗fesc,Z andf∗fesc,γ for model 3 of Table (2.1). Corresponding
plots from Figure (2.1) are superimposed in grey. Filled stars denote values for the
WMAP5 best-fit models.
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Figure 2.6: The productsf∗fesc,Z andf∗fesc,γ for model 4 of Table (2.1). Corresponding
plots from Figure (2.1) are superimposed in grey. Filled stars denote values for the
WMAP5 best-fit models.

whenx approaches 1, although in practice the approximate solution is fairly accurate
up tox ∼ 0.9. Indeed, if we use the approximation up tox = 1.0 then we make an error
in estimation ofτ of less than5%.

We takeαB = 1.0× 10−13 cm3 sec−1, ignoring its dependence on temperature. This
dependence is fairly weak at temperatures of interest. We useσp = 6.30 × 10−18 cm2.
We thus assume that most of the ionizing radiation is around the Lyman limit. The
number of ionizing photons released per baryon of stars formed, denoted byNγ, de-
pends on the initial mass function (IMF) of the stars. We obtain this number from the
STARBURST99 stellar population synthesis code5 [Leitherer et al., 1999; V́azquez &
Leitherer, 2005].

2.3 Results

Figure 2.7 shows evolution of ionization fraction in our model for two values of(f∗, fesc)
when a constant clumping factor is used. Left panel shows result for (f∗, fesc) =
(0.1, 0.1) and (f∗, fesc) = (0.3, 0.5). Higher values of these parameters increase the
emissivity of ionizing radiation, thereby causing early reionization. Three curves in
each panel correspond to three different values of the clumping factor, given byC = 1

5We consider instantaneous starbursts with a fixed total stelar mass of106 M⊙. We use the Geneva
evolutionary tracks for models with metallicity0.001 and the Padova tracks with AGB stars for models
with metallicity0.0004.
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Figure 2.7: Result of our model for two values of(f∗, fesc) when a constant clump-
ing factor is used. Left panel shows result for(f∗, fesc) = (0.1, 0.1) and(f∗, fesc) =
(0.3, 0.5). Higher values of these parameters increase the emissivityof ionizing radia-
tion, thereby causing early reionization. Three curves in each panel correspond to three
different values of the clumping factor, given byC = 1 (red), 5 (green), 10 (blue).

(red), 5 (green), 10 (blue). Clearly, larger values of the clumping factor result in high
rate of recombination, thereby slowing down reionization.

Our aim now is to study a variety of models with varying cosmological parameters as
well as parameters related to star formation and enrichment. We consider a random sub-
set of flatΛCDM models allowed by WMAP 5-year data [Komatsu et al., 2009; Dunkley
et al., 2009]. We do not consider models with massive neutrinos or a non-vanishing ten-
sor component, or models where the primordial power spectrum deviates from a pure
power law. We use only WMAP constraints for limiting cosmological parameters. We
used the MCMC chains made available by the WMAP team. We considered a random
subset of all models allowed with a confidence level of 68% from the MCMC chains.
We studied a handful of models for parameters related to starformation; details of these
are given in Table (2.1). The table lists the IMFs used in our study6. We have also
listed the amount of ionizing photons produced per baryon instars, and the total metal
yield per baryon for these IMFs. These numbers also depend onthe metallicity of gas
from which stars form and this is listed in the table as well. It is interesting to note
that for a given IMF, as the metallicity increases, the production of ionizing photons per

6We should note that there is considerable uncertainty in theshape of the IMF in the local neighbor-
hood [Kroupa, 2002; Conroy, Gunn & White, 2009]. This can easily have a significant impact on our
conclusions. The uncertainties introduced by other assumptions and approximations should be seen with
the uncertainty in the IMF as the reference.
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baryon comes down but the amount of enriched material returned to the ISM increases.
Gas that forms the first stars is likely to have primordial abundance [Olive, Steigman &
Walker, 2000]. In our analysis of all the models, we keep metallicity fixed and hence it
is appropriate to use low values of input metallicity.

Metallicity of the IGM constrains the productf∗fesc,Z for a given model. Similarly
we constrain the productf∗fesc,γ with the optical depth due to reionization for the CMB.
Figures 2.1, 2.2 and 2.3 shows these products for all cosmological models studied here,
when the star formation parameters for model 1 in Table (2.1)are used. Given that the
efficiency of star formation can at best be100%, i.e.,f∗ ≤ 1, the points in these figures
also represent lower bounds onfesc,Z andfesc,γ. These are shown as a function of the
slope of the primordial power spectrum (ns), optical depth due to reionization (τCMB),
and, amplitude of clustering at the scale of8 h−1Mpc (σ8). The best fit WMAP5 model
is marked in each panel as a star. We find that there is some correlation between the
lower bound onf∗fesc,γ andτCMB, and also betweenf∗fesc,Z andns as highlighted in
Figure 2.1. There are weak correlations with other cosmological parameters, as seen in
Figures 2.2 and 2.3 but nothing as remarkable as the two mentioned above.

2.3.1 Constraints on IMF evolution

The efficiency of star formation is likely to be much less thanunity in any realistic sce-
nario. Indeed, if we try to keep the different efficiencies and escape fractions at the same
order then we require these to be around 0.1–0.15, or 10–15%.While the escape frac-
tion for ionizing photons and star formation efficiency we have obtained are comparable
to those found in other studies, these are higher than the values seen in local galaxies.
In particular, it is not clear if it is possible to expel 10% ofthe metals from the ISM to
distant parts of the IGM using known physical mechanisms. Before commenting on the
numbers, let us consider the sensitivity of the result to ourassumptions by constraining
the evolution of the IMF.

If the IMF has a low mass cutoff that is higher than the0.1 M⊙ used for model 1
from Table 2.1, then a larger fraction of mass goes into high mass stars that produce
the ionizing photon flux and the enriched material. This can lower the requiredfesc,Z
by a significant amount. The productf∗fesc,Z for model 2 from Table 2.1 is shown
in Figure 2.4. There is some evidence that there are more intermediate mass stars in
the population of metal poor stars in the halo of the Galaxy ascompared to metal rich
stars, if we normalize the two distributions at low stellar masses [Tumlinson, 2007;
Komiya et al., 2007]. Thus a higher cutoff forMlow may be required for explaining
other observations. Also, our analysis assumes that the metallicity of gas that forms
stars is fixed. If we do a self-consistent analysis where thisis allowed to evolve, the gas
metallicity gradually increases. It is then clear from Table 2.1 that later generations of
stars will enrich the ISM faster. As an illustration, we can see the results of analysis with
higher fixed input metallicity for models 2–4 in Figures 2.5 and 2.6. Our estimates show
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thatfesc,Z required to satisfy observations can come down by a few tens of percents due
to this. There is a corresponding increase infesc,γ due to stars with higher metallicity
producing fewer ionizing photons.

Apart from the IMF, we have assumed that haloes with mass above 108 M⊙ can
form stars. The standard approach is to assume that radiative feedback during the EoR
increase this by about an order of magnitude in regions that have been photo-ionized
[Efstathiou, 1992]. We do not take this into account as it hasbeen pointed out that
the actual effect may only be to reduce the efficiency of star formation in lower mass
haloes [Mesinger & Dijkstra, 2008]. If we do consider the effect of radiative feedback
as disabling star formation then it leads to a reduction in total gas available for star
formation, and hence requires slightly higher efficienciesand escape fractions. We find
that this effect requires an increase in the two products by about 20%. Furthermore,
we have assumed that the universe is enriched uniformly. It may very well happen that
the enrichment process is effective only in the vicinity of galaxies. In such a case only
overdense regions are enriched. The escape fraction of metals required can be lowered
by as much as a factor of two if this is the case.

Thus we may require only around 5% of the ISM to be ejected to the IGM on an
average in models withf∗ ≃ 0.2 This is comparable with semi-analyticab initio models
of early star formation, outflows and IGM enrichment that have been studied in the
literature. We have also assumed the same loss fraction for ISM for galaxies over the
entire range of masses. This, of course, is not true. We expect that the low mass galaxies
can potentially disperse a large fraction of the ISM in supernova explosions but larger
galaxies can retain most of their ISM [Larson, 1974; Dekel & Silk, 1986]. If most of
the IGM enrichment is done by metals that form in dwarf galaxies then the constraint is
not very stringent. In most models, the fraction of mass in galaxies with a halo mass of
less than1010 M⊙ is larger than10% even atz ≃ 6. If these galaxies lose a significant
fraction of the ISM on an average and heavier galaxies lose very little mass then we can
comfortably satisfy the constraints from enrichment of theIGM.

2.3.2 Constraints on high mass star formation

We now turn our attention to the ratio of escape fractions forphotons and metals in order
to draw constraints on high mass star formation. Figure 2.8 shows the ratiofesc,Z/fesc,γ
for the first IMF listed in Table 2.1. It is interesting to notethat the ratiofesc,Z/fesc,γ
is of order unity, differing from unity by at most a factor of afew. Thus the fraction
of ionizing photons that escape galaxies is broadly of the same order as the fraction of
metals that must leak into the IGM in order to explain the observed enrichment of the
IGM. We have not plotted this ratio for other IMFs in Table 2.1as the expected change
can be seen from other figures. Indeed, the change in the ratiois less than a factor two
as we consider IMFs listed in rows 2–4 of the Table 2.1. The last row in Table 2.1 is
more appropriate for late time star formation and we need notdiscuss that here.
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Figure 2.8: Ratiofesc,Z/fesc,γ for our fiducial model. See text for details.

Most studies of reionization have tended to focus on the escape of ionizing photons.
In order to satisfy observations ofτ or the luminosity function of high redshift galaxies,
these often invoke a top heavy IMF for the first generation of stars [Cen, 2003; Haiman
& Holder, 2003; Wyithe & Loeb, 2003c; Bromm, 2004]. Other sources of ionizing
radiation like AGNs, magnetic fields and decaying dark matter particles have also been
studied [Pierpaoli, 2004; Schleicher, Banerjee & Klessen, 2008]. It is interesting to note
that all such modifications lead to an enhanced production ofionizing photons without
affecting the production of metals in a significant manner. This is because the very
massive stars are expected to implode and do not enrich the ISM with the products of
nuclear fusion that takes place in the core. The ratiofesc,Z/fesc,γ changes on addition
of extra sources of ionizing radiation. In view of the arguments presented above, all
modifications that have been discussed so far lead to a smaller fesc,γ. In other words, the
ratio plotted in Figure 2.8 should be thought of as a lower bound.

An important implication of this is that the constraints from enrichment of the IGM
require certain amount of star formation, and this requirement needs to be satisfied even
when we invoke other sources of ionizing radiation during the epoch of reionization.
That is, adding new potential sources of ionizing radiationcan be helpful only in low-
ering the escape fraction of ionizing photons and not in lowering the amount of star
formation7. We may even end up with a scenario where a much larger fraction of pro-
cessed elements need to be transferred from the ISM to the IGMas compared to the
fraction of UV photons escaping from galaxies.

7An exception is the scenario where the universe is not enriched throughout. In such a case evenfesc,Z
can be reduced by a significant amount.
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2.4 Conclusions

In this chapter, we have compared simple models for star formation in the early universe
with two observational constraints. The simplicity of the model allows us to consider
variation in cosmological parameters as well. We present a summary of our results here:

• The product of star formation efficiency and escape fractionof ionizing photons,
f∗fesc,γ, is correlated with the optical depth due to reionization.

• The product of star formation efficiency and escape fractionof ISM, f∗fesc,Z , is
anti-correlated with the index of the primordial power spectrum.

• These are weak correlations, in the sense that the values forthe two products do
not change strongly for small changes in the cosmological parameter in question.

• We do not find any other correlation amongst parameters of star formation and
cosmological parameters.

• We are able to satisfy observational constraints with the standard initial mass func-
tion for stars observed in the local universe [Kroupa, 2002], and with reasonable
values for star formation efficiency and escape fractions for photons and ISM.
Given that the local IMF itself is somewhat ill constrained,this implies that we
do not require a significant evolution of the IMF in order to explain observations
considered here.

• Small variations in the IMF, indicated by observations of metal poor stars in the
Galaxy, reduce the efficiency of star formation and the escape fractions required
for the standard IMF.

• Approximations used by us in the model do not change the overall numbers by
more than 10–20%. Indeed, different approximations changenumbers in different
directions so we can consider the overall results to be fairly robust.

• Our model allows us to estimate the ratio of the two escape fractions. We find that
the two escape fractions are of the same order.

• If we consider other potential sources of ionizing photons then the required escape
fraction for photons can come down, however the escape fraction for processed
elements does not change. Indirectly, the required amount of star formation is
required to remain the same unless there is some very efficient mechanism for
transporting processed elements into the IGM while keepingthe escape fraction
of ionizing photons low.
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The most important conclusion of this chapter is that star formation without a sig-
nificant evolution of the IMF is sufficient for satisfying thetwo constraints considered
here. The escape fractions, and/or the star formation efficiency is required to be higher
than we see in local galaxies. One can consider other sourcesof ionizing radiation,
indeed at least some of these must be present. But as we have pointed out, these help
in reducing only the escape fraction for ionizing radiationas none of the other poten-
tial sources help in transporting enriched material from the inter-stellar medium to the
inter-galactic medium. This highlights the significance ofthe constraint arising from
enrichment of the IGM for epoch of reionization studies.

Finally, we have neglected the presence of other sources of reionization, e.g., metal-
free stars, minihaloes, and so on. It is expected that these sources would be too faint to
affect the luminosity function in the ranges we are considering. Recently, such structures
have also been shown to supersonic coherent flows of baryons relative to the underlying
potential wells created by the dark matter [Tseliakhovich &Hirata, 2010]. However,
these sources may affect the thermal history of the medium, e.g, the metal-free stars
would produce higher temperatures because of harder spectra. In such cases, it is most
likely that feedback would occur at magnitude brighter thanwhat we have indicated and
hence would possibly be easier to detect.





Chapter 3
Reionization and feedback in overdense
regions at high redshift

Deep surveys have now discovered galaxies at redshifts close to the end of reionization
[Bouwens & Illingworth, 2006; Iye et al., 2006; Bouwens et al.,2007; Henry et al.,
2007; Stark et al., 2007; Bouwens et al., 2008; Bradley et al., 2008; Henry et al., 2008;
Ota et al., 2008; Richard et al., 2008; Bunker et al., 2010; Bouwens et al., 2009; Henry
et al., 2009; McLure et al., 2009; Oesch et al., 2009; Ouchi etal., 2009b; Bouwens
et al., 2011; Ouchi et al., 2009a; Sobral et al., 2009; Zheng et al., 2009; Oesch et al.,
2010; Castellano et al., 2010; Bouwens et al., 2010a; Hickey etal., 2010; McLure et al.,
2010]. Luminosity function of these galaxies, and its evolution, can answer important
questions about reionization. Indeed, much work has been done on constructing self-
consistent models of structure formation and the evolutionof ionization and thermal
state of the IGM that explain these observations [Choudhury &Ferrara, 2005; Haiman
& Cen, 2005; Wyithe & Loeb, 2005; Choudhury & Ferrara, 2006; Dijkstra, Wyithe &
Haiman, 2007; Samui, Srianand & Subramanian, 2007; Iliev etal., 2008; Samui, Sri-
anand & Subramanian, 2009]. Studies of the Gunn-Peterson trough [Gunn & Peterson,
1965] atz ≥ 6 have established that the mean neutral hydrogen fraction ishigher than
10−4 (e. g. Fan et al. 2006) and it is most likely that the IGM is still highly ionized at
these redshifts [Gallerani et al., 2008a,b]. Furthermore,CMB observations indicate the
electron scattering optical depth to the last scattering surface to beτe = 0.088 ± 0.015
based on the WMAP seven year data. A combination of high redshift luminosity func-
tion data with the data from these absorption systems and CMB observations favour an
extended epoch of reionization that begins atz ≈ 20 and ends atz ≈ 6 [Choudhury &
Ferrara, 2006]. In this chapter, we study the luminosity function in order to find what
we can learn from its observation. We will see that the finiteness of field of view of any
luminosity function observation can be an independent probe of the reionization history
of the IGM.
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Interpreting high redshift luminosity functions is not straightforward and detailed
modeling is required. For instance, local HII regions around these galaxies can affect
luminosity function evolution [Cen, Haiman & Mesinger, 2005] and clustering of galax-
ies can enhance this effect [Cen, 2005]. Another complication is because of the fact that
these surveys can detect only the brightest galaxies at these high redshifts (z & 6). Such
galaxies can form first in highly overdense regions and therefore the surveyed volume
is far from average. An important question in that case is whether reionization proceeds
differently in such regions [Wyithe & Loeb, 2007].

Galaxy formation is enhanced in overdense regions because of a positive bias in
abundance of dark matter haloes. The enhancement in the number of galaxies is propor-
tional to the mass overdensity in the region, with the constant of proportionality (‘bias’)
related to halo masses and collapse redshifts [Cooray & Sheth, 2002]. This increases the
number density of sources of ionising radiation and aids reionization of the intergalactic
medium (IGM) in overdense regions. However, an increase in the IGM density also
adds to radiative recombination. Furthermore, reionization is accompanied by radiative
feedback [Thoul & Weinberg, 1996]. Radiative feedback heatsthe IGM and suppresses
formation of low mass galaxies. This increase in radiative recombinations and feed-
back works against the process of reionization and the two effects need not cancel out.
Relative significance of these negative and positive contributions will determine how
differently reionization evolves in overdense regions.

Recently, Kim et al. [2009] studied a sample ofi775-dropout candidates identified in
five Hubble Advanced Camera for Surveys (ACS) fields centred on Sloan Digital Sky
Survey (SDSS) QSOs at redshiftsz ≈ 6. They compared results with those from equally
deep Great Observatory Origins Deep Survey (GOODS) observations of the same fields
in order to find an enhancement or suppression in source counts in ACS fields. An
enhancement would imply that bias wins over negative feedback in these overdense
regions. They found the ACS populations to be overdense in twofields, underdense
in two field, and equally dense as the GOODS populations in onefield. Somewhat
surprisingly, they did not find a clear correlation between density ofi775 dropouts and
the region’s overdensity.

We pursue this line of inquiry further in this chapter by using semi-analytic models
to study reionization within overdense regions. The main aim is to quantify the effects
of enhancement in the number of sources and radiative feedback within such regions
and explore the possibility of whether the galaxy luminosity function in overdense re-
gions can be used as a probe of feedback and reionization history. It is known that if
ionization feedback is the main contributor to the suppression of star formation in low
mass haloes then one can distinguish between early and late reionization histories by
constraining the epoch at which feedback-related low-luminosity flattening occurs in
the galactic luminosity function. The effect of reionization feedback on the high red-
shift galaxy luminosity function was first demonstrated using semi-analytic models by
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Figure 3.1: Behaviour of various quantities in our fiducial model, in the average and
overdense regions are shown by dashed and solid lines respectively. The top left panel
shows the photoionisation rate, with data points taken from[Bolton & Haehnelt, 2007].
The top right panel shows the mass-averaged temperature forionised regions, which es-
sentially determine the radiative feedback. The bottom left panel is for the volume filling
factor of ionised regions. The bottom right panel shows the cosmic star formation rate.
Note that the overdense region that we consider here collapses atz = 6.8. The vertical
dotted line in the top left panel highlights this. We cannot evolve our reionization model
for smaller redshifts.
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Samui, Srianand & Subramanian [2007]. We apply their methodto study the luminosity
function in overdense regions.

3.1 Description of the Analytical model

In this section, we first summarise the basic features of the semi-analytic model used
for studying the globally averaged reionization history. We then describe in detail the
modifications made to this model in order to study reionization in biased regions.

3.1.1 Globally averaged reionization

Our model for reionization and thermal history of the average IGM is essentially that
developed in Choudhury & Ferrara 2005 (CF05). The main features of this model are
as follows.

The model accounts for IGM inhomogeneities by adopting a lognormal distribution
with the evolution of volume filling factor of ionized hydrogen (H II ) regionsQHII(z)
being calculated according to the method outlined in Miralda-Escud́e, Haehnelt & Rees
[2000]; reionization is said to be complete once all the low-density regions (say, with
overdensities∆ < ∆crit ∼ 60) are ionised. We follow the ionization and thermal
histories of neutral and HII regions simultaneously and self-consistently, treating the
IGM as a multi-phase medium. Here, we do not consider the reionization of singly
ionised helium as it occurs much later (z ∼ 3) than redshifts of our interest.

The number of ionising photons depends on the assumptions made regarding the
sources. In this chapter, similar to the previous one, we have assumed that reionization
of hydrogen is driven by stellar sources. The rate of ionising photons injected into the
IGM per unit time per unit volume at redshiftz is denoted bẏnph(z) and is essentially
determined by the star formation rate (SFR) densityρ̇∗(z). The first step in this calcu-
lation is to evaluate the comoving number densityN(M, z, zc)dMdzc at redshiftz of
collapsed halos having mass in the rangeM andM + dM and redshift of collapse in
the rangezc andzc + dzc [Sasaki, 1994]:

N(M, z, zc)dMdzc = N(M, zc)ν
2(M, zc)

Ḋ(zc)

D(zc)

× psurv(z, zc)
dt

dzc
dzcdM,

(3.1)

whereN(M, zc)dM is the comoving number density of collapsed halos with mass be-
tweenM andM + dM , also known as the Press-Schechter (PS) mass function [Press
& Schechter, 1974], andpsurv(z, zc) is the probability of a halo collapsed at redshiftzc
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surviving without merger till redshiftz. This survival probability is simply given by

psurv(z, zc) =
D(zc)

D(z)
, (3.2)

whereD(z) is growth function of matter perturbations. Furthermore,ν(M, zc) is given
by δc/[D(zc)σ(M)], whereσ(M) is the rms value of density fluctuations at the comov-
ing scale corresponding to massM andδc is the critical overdensity for collapse of the
halo. Next, we assume that the SFR of a halo of massM that has collapsed at an earlier
redshiftzc peaks around a dynamical time-scale of the halo and has the form

Ṁ∗(M, z, zc) = f∗

(

Ωb

Ωm

M

)

t(z)− t(zc)

t2dyn(zc)

× exp

[

−t(z)− t(zc)

tdyn(zc)

]

.

(3.3)

wheref∗ denotes the fraction of the total baryonic mass of the halo that gets converted
into stars. The global SFR density at redshiftz is then

ρ̇∗(z) =

∫ ∞

z

dzc

∫ ∞

Mmin(zc)

dMṀ∗(M, z, zc)N(M, z, zc), (3.4)

where the lower limit of the mass integral,Mmin(zc), prohibits low-mass halos from
forming stars; its value is decided by different feedback processes. Here, we exclu-
sively consider radiative feedback. For neutral regions, we assume that this quantity is
determined by atomic cooling of gas within haloes (we neglect cooling via molecular
hydrogen). Within ionised regions, photo-heating of the gas can result in a further sup-
pression of star formation in low-mass haloes. We compute such (radiative) feedback
self-consistently from the evolution of the thermal properties of the IGM, as discussed
in Section 3.1.3.

We can then write the rate of emission of ionising photons perunit time per unit
volume per unit frequency range,ṅν(z), as

ṅν(z) = Nγ(ν)fescρ̇∗(z), (3.5)

whereNγ(ν) is the total number of ionising photons emitted per unit frequency range
per unit stellar mass andfesc is the escape fraction of photons from the halo. The quan-
tity Nγ(ν) can be calculated using population synthesis, given the initial mass func-
tion and spectra of stars of different masses [Samui, Srianand & Subramanian, 2007].
Here, we have use the population synthesis codeSTARBURST99 [Leitherer et al., 1999;
Vázquez & Leitherer, 2005] to calculateNγ(ν) by evolving a stellar population of total
mass106 M⊙ with a 0.1 − 100.0 M⊙ Salpeter IMF and metallicity0.001 (0.05 times
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the solar metallicity,Z⊙ = 0.02). The total rate of emission of ionising photons per
unit time per unit volume is obtained simply integrating by Equation (3.5) over suitable
frequency range.

Given the above model, we obtain best-fit parameters by comparing with the red-
shift evolution of photoionisation rate obtained from the Lyα forest [Bolton & Haehnelt,
2007] and the electron scattering optical depth [Larson et al., 2011]. We should men-
tion here that any model containing only a single populationof atomic-cooled stellar
sources with non-evolvingf∗fesc cannot match both the Lyα forest and WMAP con-
straints [Choudhury, Ferrara & Gallerani, 2008; Bolton & Haehnelt, 2007]. Therefore,
we choose the model which satisfies the Lyα constraints but under-predictsτe. In order
to match both the constraints, one has to invoke either molecular cooling in minihaloes
and/or metal-free stars and/or other unknown sources of reionization. This model is
described by the parameter valuesf∗ = 0.2 andfesc = 0.135, and givesτe of 0.072.
Figure 3.1 shows evolution of the filling factor of ionised regions, global star formation
rate density, mass-weighted average temperature in ionised regions and average hydro-
gen photoionisation rate in this model (dashed curves in allpanels). The filling factor of
ionized regions is seen to rise monotonically fromz ≈ 15 and takes values close to unity
at redshiftsz ≈ 6. Temperature of ionized regions also rises rapidly during reionization
and flattens out to a few times104 K at redshiftz . 4 (not shown here). Lastly, the
photoionisation rate also increases during reionization as the star formation rate builds
up. However, the photoionisation rate increases rapidly with a sudden jump atz ≈ 6
when the ionized regions overlap (filling factor becomes close to unity). This is because
a given region in space starts receiving ionizing photons from multiple sources and as a
result, the ionizing flux suddenly increases. This is our fiducial model, which satisfies
observational constraints from Lyα forest, observations of star formation rate history,
number density of Lyman-limit systems at high redshift and of the IGM temperature. In
this model, reionization starts atz ≈ 15 and is 90% complete byz ≈ 7. Evolution of
xHII is consistent with constraints from Lyα emitters and the GP optical depths.

Having set up the reionization model, we then calculate the predicted luminosity
function of galaxies in this model. Luminosity functions ofobjects are usually preferred
for comparing theory with observations because of its directly observable nature. In this
chapter, we closely follow the approach presented by Samui,Srianand & Subramanian
[2007] to calculate the luminosity function. We obtain luminosity per unit mass,l1500(t),
at 1500Å as a function of time from population synthesis for an instantaneous burst. In
our model, star formation does not happen in a burst, but is a continuous process spread
out over a dynamical time-scale. Therefore, in order to determine the luminosity of a
halo,L1500(t) with this kind of star formation, we convolvel1500(t) with the halo’s star
formation rate using

L1500(M,T ) =

∫ 0

T

dτṀ∗(M,T − τ, zc)l1500(τ), (3.6)
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Figure 3.2: Luminosity function from our fiducial model atz = 6 and7 compared with
observations. This is the average case. Data points are fromBouwens & Illingworth
[2006] (z = 6) and Bouwens et al. [2010b] (z = 7).

Figure 3.3: Luminosity function from our fiducial model atz = 8 compared with ob-
servations. This is the average case. Data points are from Bouwens et al. [2010b].
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whereT is the age of the halo, which has massM and which collapsed at redshiftzc.
This luminosity can be converted to absolute AB magnitude using

MAB = −2.5 log10(Lν0) + 51.60, (3.7)

where the luminosity is in units of erg s−1 Hz−1 [Oke & Gunn, 1983]. One can compute
the luminosity evolution for any halo that collapses at redshift zc and undergoes star for-
mation according to Equation (3.3). The luminosity function at redshiftz, Φ(MAB, z),
is now given by

Φ(MAB, z)dMAB

=

∫ ∞

z

dzcN(M, z, zc)
dM

dL1500

dL1500

dMAB

dMAB,
(3.8)

whereN(M, z, zc) is the number density at redshiftz of halos of massM collapsed at
redshiftzc. We will use Equation (3.8) to study effect of overdensity onthe luminosity
function and to compare the luminosity function in our modelwith observations in the
next section.

Figures 3.2 and 3.3 show the globally averaged luminosity function calculated using
our model for different redshifts in comparison with observations presented by Bouwens
& Illingworth [2006]. We find that our model reproduces the observed luminosity func-
tions at high redshifts reasonably well. In particular, thematch atz = 6 is remarkably
good while the model predicts less number of galaxies than what is observed atz = 7
and 8. This could indicate that the star-forming efficiencyf∗ increases withz, and/or
the time-scale of star formation is lower thantdyn at higher redshifts. The match of
the model with the data can be improved by tuning these parameters suitably, however
we prefer not to introduce additional freedom in constraining the parameters; rather our
focus is to estimate the effect of reionization and feedbackon the luminosity function.

In our calculation of luminosities, we do not make any correction for dust. This is
partly because of indications from observed very blue UV-continuum slopes [Bouwens
et al., 2010d; Oesch et al., 2010; Finkelstein et al., 2010; Bunker et al., 2010] that dust
extinction inz & 7 is small1. As discussed in the next section, we exclusively work
with luminosity functions at these redshifts. Also, the effect of dust is degenerate with
f∗ to some extent. Therefore, the exclusion of dust extinctiondoes not affect the general
results of our calculation.

3.1.2 Biased regions

We have mentioned that galaxy luminosity functions providevaluable information re-
garding reionization. However, observations are carried out over relatively small fields

1Although, work by Forero-Romero et al. [2010] that suggeststhat a clumpy dust attenuation model
can reproduce the observed slopes.
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Figure 3.4: Evolution of the minimum massMmin(z) of haloes that can host galaxies
in ionized regions in the average case (dashed line) and the overdense case (solid line).
The dot-dashed line shows the minimum mass in neutral regions, which is same for the
average and overdense cases.

of view. The bright sources in these fields are typically hosted by high mass haloes.
Hence, it is likely that these fields are biased tracers of luminosity function and reion-
ization. In this section, we extend our model to study reionization within such biased
regions and quantify the departure of various quantities from their globally averaged
trends. Reionization in biased regions has been discussed inthe literature. Wyithe &
Loeb [2007] studied the correlation between high redshift galaxy distribution and the
neutral Hydrogen 21 cm emission by considering reionization in the vicinity of these
galaxies. Wyithe, Bolton & Haehnelt [2008] considered the ionization background near
high redshift quasars. Geil & Wyithe [2009] studied effect of reionization around high
redshift quasars on the power spectrum of 21 cm emission (seealso Pritchard & Furlan-
etto 2007). The general conclusion of these studies is that overdense regions are ionised
earlier. In this chapter, we will consider the behaviour of luminosity functions in such
regions.

Overdense regions are characterised by their comoving Lagrangian sizeR, and their
linearly extrapolated overdensityδ. At a given redshift, we can take a scaleR corre-
sponding to an observed field of view (e.g., WFC3/IR field in HST)and then determine
δ by identifying the presence of a massive object, for example, a quasar or a bright
galaxy. We follow a prescription discussed by Muñoz & Loeb [2008].

Note that if a galaxy with luminosityL1500 is observed at redshiftzg then we can
assign a certain mass to the dark matter halo containing the galaxy, sayM . The halo
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massM has to be obtained from galaxy luminosityL1500 by using some prescription
or by fitting the galaxy’s spectral energy distribution (SED; Vale & Ostriker 2004). In
this chapter, however, since uncertainty in the value of overdensityδ is expected to be
larger than any uncertainty in the mass of the galaxy’s host halo, we choose to calculate
this mass in an alternate, simpler manner. Note that we can invert equations (3.6) and
(3.3) to obtainM given an observed value ofL1500 if we have an estimate of the redshift
at which the galaxy formed. In fact, we obtain the halo massM such that the halo
luminosity after a dynamical time from halo formation time,calculated according to
our model, is equal toL1500. In other words, we break the degeneracy between halo
mass and formation redshift by assuming that the galaxy’s age is equal to the dynamical
time of the halo.

From this analysis, we conclude that a collapsed object withmassM exists at red-
shift zg. Now suppose our field of observation corresponds to some linear scaleRo at
this redshift. Then the linearly extrapolated overdensityat this scale can be obtained
using the excursion set prescription [Muñoz & Loeb, 2008]. Recall that the probability
distribution of the extrapolated Gaussian density field smoothed over scaleR is also
Gaussian

Q(δR, σ
2(R))dδR =

1
√

2πσ2(R)
exp

[

− δ2R
2σ2(R)

]

dδR. (3.9)

The conditional probability distribution of overdensityδ1 on a scale specified by the
varianceσ2

1, given a value of overdensityδ2 on a larger scale specified by the variance
σ2
2 < σ2

1 is given by

Q(δ1, σ
2
1|δ2, σ2

2) = Q(δ1 − δ2, σ
2
1 − σ2

2). (3.10)

Conversely, when the value of overdensityδ1 on a smaller scale specified by variance
σ2
1 is given, the conditional probability distribution ofδ2 can be obtained using Bayes

theorem as

Q(δ2, σ
2
2|δ1, σ2

1) ∝ Q(δ1, σ
2
1|δ2, σ2

2)Q(δ2, σ
2
2)dδ2. (3.11)

If we now set the smaller scale to be that of the observed collapsed halo, and the over-
density at that scale to be the critical overdensity for spherical collapse, Equation (3.11)
will give the resulting overdensity at any larger scale due to the presence of this massive
galaxy. In other words, we setδ1 = δc(zg) andσ2

1 = σ2(M) in Equation (3.11).
The larger scale corresponds to the field of observation. In order to calculate that, we

first note that the excursion set principle functions entirely in Lagrangian coordinates.
As a region evolves towards eventual collapse its Lagrangian size stays unchanged while
its Eulerian size changes. For a spherical region the Eulerian evolution will follow the
solution of the spherical collapse model. However, since the Eulerian and Lagrangian
sizes of the region coincide at the initial instant, the spherical collapse solution is also a
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relationship between these two sizes. Thus we have

RE =
3

10

1− cos θ

δL

D(z = 0)

D(z)
RL, (3.12)

whereθ is a parameter given by

1

1 + z
=

3× 62/3

20

(θ − sin θ)2/3

δL
. (3.13)

In our case, the Eulerian size of the region of interest is just the comoving distance
corresponding to the angular field of view, which is just the angular diameter dis-
tance at the relevant redshift multiplied by the angular field of view. The WFC3/IR
field is 136

′′ × 123
′′

. For the best fitΛCDM cosmology the diagonal size of this
field corresponds to a comoving Eulerian distanceRE = 1.365 Mpc at z = 8. In a
WFC3/IR field centred on the object UDFy-42886345 at redshift8.0 and apparent mag-
nitudeH160,AB = 28.0 we obtain a halo massM = 2.52 × 1011 M⊙ and luminosity
L1500 = 2.21× 1029 erg s−1 Hz−1.

Notice, however, that sinceδL is unknown, Equation (3.12) implies that the relation
between the Eulerian sizeRE and Lagrangian sizeRL is not one-to-one. Thus, for the
probability distribution of linearly extrapolated overdensity δ given the halo massM ,
we can only write

dP (δ|M)

dδ
∝ Q[δ, RL(δ, RE)|δc(z), R(M)], (3.14)

where the constant of proportionality is calculated by using the normalization condition
∫

[dP (δ|M)/dδ]dδ = 1.
In our calculations, we work with the value ofδ for which dP (δ|M)/dδ is maxi-

mum. For the WFC3/IR field atz = 8, this turns out to beδ = 8.86 (linearly extrap-
olated toz = 0), which results in a Lagrangian sizeRL = 1.482 Mpc for the region
of interest. Notice that sinceδ > δc the region must have collapsed at some redshift
z . 6.5.

In order to incorporate this overdensity into our reionization model, note first that the
number density of collapsed objects in such overdense regions is enhanced with respect
to that in a region with average density. This enhancement can be calculated using the
excursion set formalism [Bond et al., 1991]. It is then shown in the Appendix to this
chapter that the comoving number densityN(M, z, zc)dMdzc at redshiftz of collapsed
halos having mass in the rangeM andM + dM and redshift of collapse in the rangezc
andzc + dzc is given in this case by

N(M, z, zc)dMdzc = N(M, zc)

(

ν2δc
δc/D(zc)− δ

)

Ḋ(zc)

D2(zc)

× psurv(z, zc)
dt

dzc
dzcdM,

(3.15)
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Figure 3.5: Effect of reionization history on luminosity function at z=8.0. Solid, dashed
and dot-dashed lines haveτe = 0.073, 0.058 and 0.088 respectively. Left panel shows
the average case. Right panel shows the overdense case.

whereN(M, zc) is the PS mass function. The scaleR enters via the definition of
ν(M, zc), which is now given by

ν(M, zc) =
δc/D(zc)− δ
√

σ2(M)− σ2
R

. (3.16)

The survival probabilitypsurv(z, zc) is given by

psurv(z, zc) =
δc/D(z)− δ

δc/D(zc)− δ
. (3.17)

Another change when our reionization model is applied to overdense regions is that
we now normalize the probability distribution of inhomogeneities in the IGM such that
the average density in the region is∆ = δ + 1.

3.1.3 Radiative feedback

As we argue in the next section, the luminosity function of galaxies in an overdense
region could carry an enhanced signature of feedback. We therefore highlight our feed-
back model in this subsection.

Radiation from stars in the first galaxies is expected to ionize and heat the surround-
ing medium. This increases the mass scale above which baryons can collapse in haloes.
Also, as a result, the minimum mass of haloes that are able to cool is much higher in
ionized regions than in the neutral ones. In our calculations, feedback appears through
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Figure 3.6: Effect of overdensity on the luminosity function via feedback at z=8.0. This
is for δ = 8.8 andRL = 1.482 Mpc. Dashed line shows the average-region luminosity
function, while the solid line shows overdense-region luminosity function.

the quantityMmin(z) in Equation 3.4. The temperature evolution of both regions is
calculated self-consistently. In the ionized regions, we fix the cut-off mass to that corre-
sponding to a virial temperature of104 K or the local Jeans mass, whichever is higher.
In the neutral regions, since the Jeans mass is always low, the cut-off mass always cor-
responds to the virial temperature of104 K. The minimum mass corresponds to the
circular velocity of

v2c =
2kboltzT

µmp

, (3.18)

whereµ is the mean molecular weight. For a temperature of≈ 104 K, the minimum
circular velocity is≈ 25 km s−1. Note that this value is comparable to values obtained in
simulations [Gnedin, 2000] but is somewhat higher than thattaken in the semi-analytic
prescription of Samui, Srianand & Subramanian [2007].

We find thatMmin(z) increases with time taking values of≈ 107 M⊙ at z ≈ 10 and
≈ 108 M⊙ at z ≈ 7. In overdense regions the minimum mass is enhanced to about1010

M⊙. Figure 3.4 shows the evolution of the minimum mass.

3.2 Results

The results for reionization and thermal histories within overdense regions are presented
in this section.
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3.2.1 Effect of overdensity on reionization history

We first consider the effect of overdensity on reionization history for our fiducial model.
As is well known, reionization proceeds differently in overdense regions. The solid lines
in Figure 3.1 show the evolution of the photoionisation rate, temperature in ionised
regions, star formation rate density and the volume filling factor of ionised regions in
an overdense region with sizeRL = 1.482 Mpc and linearly extrapolated overdensity
δ = 8.86. This corresponds to the HUDF WFC3/IR field centred at the brightest source
in Bouwens et al. [2010c]. (See Section 3.1.2.) Clearly while the average region is
completely ionised atz ≈ 6, the biased region is ionised much earlier, atz ≈ 7.5. This
result agrees with Wyithe & Loeb [2007], although note that unlike that work, here we
calculate the clumping factor from a physical model for inhomogeneities. The reason
for early reionization in overdense regions is the enhancednumber of sources, which is
clear from the plots of photoionisation rate and the star-formation rate, both of which
are∼ 5 times higher than the corresponding globally averaged values. However, these
overdense regions have more recombinations, which resultsin enhanced temperatures
as is clear from the top right panel. This results in enhancednegative radiative feedback
which will suppress star formation in low mass galaxies and hence affect the shape of
the luminosity function. In fact, for the average case, haloes in ionised regions with
masses below108 M⊙ cannot form stars, whereas this cutoff mass rises to close to1010

M⊙ in the overdense case. Clearly feedback is enhanced in overdense regions.

3.2.2 Effect of overdensity on luminosity function

We now discuss the effect of overdensity on luminosity function. Clearly, overdense
regions tend to have enhanced number of sources, hence it is natural that the amplitude
of the luminosity function for such regions should be higherthan the globally averaged
values. However, the overdense regions have enhanced radiative feedback too, which
works towards diminishing the number of sources, particularly towards the fainter end.

Figure 3.6 shows the effect of overdensity on the luminosityfunction atz = 8 for
our fiducial model. The ionised volume filling factor within the overdense region is
Q ≈ 1.0 for the overdense region under consideration at this redshift. The average
region luminosity function (dashed line) is clearly very different from the luminosity
function in the overdense region (solid line) at that redshift. Firstly, we can clearly
see an enhancement in the source counts for brighter galaxies, which is as expected.
In addition, there is a clear sign of a flattening for magnitudesMAB & −17, which
is a signature of radiative feedback. In comparison, the effect of feedback for average
regions occurs at much fainter magnitudesMAB ∼ −12. Note that there is no complete
suppression of star formation for halo masses lower than thefeedback threshold, rather
the luminosity function for magnitudes below the knee continues to grow in the flattened
region. This is simply due to the continued star formation inhaloes with mass less than
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the cutoff mass atz = 8.0, but which collapsed at higher redshifts when the feedback
threshold mass was lower. Thus, for instance, if star formation is allowed to happen in
a halo for only for a fraction of the dynamical time [see equation (3.3)], the luminosity
function will rise less steeply at the fainter end. For smallenough star formation time
scale, the luminosity function will show an abrupt cutoff. Of course, an abrupt cutoff is
always seen at low enough luminosities, which are not shown in the figure here.

It is important to understand here that the data points in Figures 3.2 and 3.3 do not
represent luminosity function of the overdense region. Instead, those data points rep-
resent the globally averaged luminosity function derived using a maximum likelihood
procedure from the observed luminosity distribution of sources. In this procedure, a
likelihood function is defined, which describes the step-wise shape of the luminosity
function that is most likely given the observed luminosity distribution in the search
fields. Details of this procedure are described, for example, in Section 5.1 of Bouwens
et al. [2010b] and references therein.

3.2.3 Luminosity function as a probe of reionization

Given the fact that the effect of radiative feedback shows upat brighter magnitudes for
overdense regions, it is possible to use this feature for studying feedback using near-
future observations. For this purpose, we consider two additional models (other than
the fiducial one) of reionization. These models have parameter values (f∗, fesc) = (0.06,
0.3) and (0.2, 0.07) and we obtainτe = 0.088 and0.058 respectively for these models.
We fix f∗ and only change the value offesc to ensure that any effect on the luminosity
function is purely due to feedback. These two models predictphotoionisation rates
greater and lesser respectively than what are presented by Bolton & Haehnelt [2007].

The right panel of Figure 3.5 shows the luminosity function at z = 8 within the
overdense region for three different reionization histories, which can be compared with
the corresponding luminosity function in average region (shown in the left panel). In
both cases a distinct “knee” is seen in the luminosity function as a signature of feedback.
The luminosity function flattens at this luminosity, and is suppressed to very low values
at much lower luminosities. As described in the previous section, this signature of
feedback appears at brighter magnitudes for the overdense region. This is expected,
because the cutoff mass depends directly on the temperature, which is enhanced in the
overdense region. We also note that in the case of the first model the flattening occurs
for MAB & −19 whereas for the second model at a fainter luminosity ofMAB ≃ −16.
This is due to the fact that the photoionisation feedback is enhanced in the first model
due to enhanced flux.

The evolution of the filling factor affects this result through the average temperature
which sets the cutoff mass. Thus, early and late reionization models are distinguished
by the difference in the nature of flattening in both cases. This also affects the evolution
of the luminosity function.
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We find that the reionization history has a strong effect on the luminosity function
at the faint end. It is known that the bright end of the luminosity function is affected
primarily by the star formation mode of a halo, and the overall bias, whereas its faint
end is affected by the reionization history.

However, we also find, from Figure 3.5, that the effect of reionization history is
much stronger in the case of overdense regions. This is because of the enhanced pho-
toionisation feedback, which is more sensitive to changes in reionization history. This
order of magnitude change in the overdense region luminosity function should be visi-
ble to the James Webb Space Telescope, which can observe up tomAB ≈ 31.5 (MAB ≈
−16.0 at redshifts of interest; Windhorst et al. 2006).

3.3 Discussion and Summary

In this chapter, we used a semi-analytic model, based on Choudhury & Ferrara [2005,
2006] to study reionization and thermal history of an overdense region. Studying such
regions is important because observations of galaxy luminosity function at high redshifts
typically focus fields of view of limited sizes preferentially containing bright sources;
these regions possibly are overdense and hence biased with respect to the globally av-
eraged regions. In particular, we study the effect of radiative feedback arising from
reionization on the shape of galaxy luminosity function.

In summary, we find that

1. Reionization proceeds differently in overdense regions.Overdense regions are
ionised earlier because of enhanced number of sources and star formation. In
addition, these regions have higher temperatures because of enhanced recombina-
tions and hence effect of radiative feedback is enhanced too.

2. In particular, the shape of the galaxy luminosity function for biased regions is
very different from that for average regions. There is a significant enhancement
in the number of high-mass galaxies because of bias, while there is a reduction in
low-mass galaxies resulting from enhanced radiative feedback.

3. Luminosity function in overdense regions is more sensitive to reionization history
compared to average regions. The effect of radiative feedback shows up at abso-
lute AB magnitudesMAB & −17 in these regions, while it occurs at much fainter
magnitudesMAB ∼ −12 for average regions. This order of magnitude change
in the overdense region luminosity function should be visible to the James Webb
Space Telescope in future.

Finally, we critically examine some of the simplifying assumptions made here and
how they are likely to affect our conclusions. Firstly, we have seen that the presence
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of a high mass galaxy within a region if sizeR does not uniquely specify the value of
the overdensityδ. Rather we obtain a probability density (which is Gaussian inshape)
and work with the value where this probability is maximum. Inreality, however, the
actual value ofδ could be different and this may possibly affect the predicted luminosity
function. Note that the luminosity function at the brighterend is almost independent of
the details of reionization history, and this, in principle, can be used for constraining
the value ofδ. The effect of feedback can then be studied using the faint end of the
luminosity function.

The radiative feedback prescription we use is based on a Jeans mass calculation
[Choudhury & Ferrara, 2005]. However, alternate prescriptions for feedback exist in lit-
erature, e.g., Gnedin [2000] and hence the shape of the luminosity function at faint ends
as predicted by our model may not be robust. Interestingly, the presence of a “knee” in
the luminosity function can be used to estimate the value of the halo mass below which
star formation can be suppressed (which in turn can indicatethe temperature) while
the shape of the function below this knee should indicate thenature of feedback. This
study can also be complemented with proposed for studying feedback using other ob-
servations, e.g., 21 cm observation [Schneider et al., 2008] and CMBR [Burigana et al.,
2008].





Appendix A
Formation rate and survival probability of
haloes in overdense regions

As expressed in Equation (3.5), the number density of ionizing photons produced per
unit time is related to the SFR density, which in turn dependson the SFR in each halo,
given by Equation (3.4), and the number density of haloes of acertain age, given by
Equation (3.1) for average regions, and by Equation (3.15) for overdense regions. We
derive Equation (3.15) in this appendix.

We denote the number density at redshiftz of haloes formed between redshiftszc
andzc+dzc, with mass betweenM andM +dM , byN(M, z, zc)dMdzc. This quantity
is related to (1) the formation rate at redshiftzc of haloes with mass betweenM andM+
dM , denoted byṄform(M, zc)dM , and (2) the probability of their survival at redshiftz,
denoted bypsurv(z, zc). We calculate these two quantities using a technique given by
Sasaki [1994], applied to an overdense region with overdensity δ and sizeR.

Recall that in extended Press-Schechter theory [Bond et al., 1991], the mass function
of dark matter haloes is defined as the comoving number density of haloes with mass
betweenM andM + dM . At redshiftz, this quantity is given by

N(M, z)dM =

√

2

π

ρ̄m
M

exp

(−ν2

2

)

dν

dM
dM, (A.1)

whereρ̄m is the average matter density, and, as before,ν(M, z) ≡ δc/[D(z)σ(M)]. The
critical overdensity of collapse of a halo is denoted byδc, D(z) is the growth function of
density perturbations, andσ(M) is the rms value of density perturbations at the comov-
ing scale corresponding to massM . In a region with overdensityδ and linear sizeR, the
mass function is enhanced. This enhancement can be calculated using the excursion set
formalism [Bond et al., 1991]. The resulting mass function isagain given by Equation

70
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(A.1), except that now the quantityν(M, z) is defined as

ν(M, z) ≡ δc/D(z)− δ
√

σ2(M)− σ2
R

, (A.2)

whereσR is the rms value of density perturbations at comoving scaleR. Closely fol-
lowing Sasaki [1994], we can write

Ṅ(M, z) = Ṅform(M, z)− Ṅdest(M, z), (A.3)

whereṄdest(M, z)dM is the destruction rate at redshiftz of haloes of mass betweenM
anddM . (The halo formation rate is defined as the number density of haloes formed
per unit time from mergers of lower mass haloes. Similarly the halo destruction rate
is defined as the number density of haloes destroyed per unit time due to mergers with
other haloes.) Here, an overdot denotes the time derivative. We can write the destruction
rate as

Ṅdest(M, z) =

∫ ∞

M

N(M, z)Q̃(M,M ′, z)dM ′, (A.4)

≡ φ(M, z)N(M, z), (A.5)

and the formation rate as

Ṅform(M, z) =

∫ M

Mmin

N(M ′, z)Q(M ′,M, z)dM ′, (A.6)

whereQ̃(M,M ′, z) is the probability that a halo of massM merges with another halo
to result in a halo of massM ′ per unit time, andQ(M ′,M, z) that an halo of mass
M forming at redshiftz has a progenitor of massM ′. The threshold massMmin is
introduced at this stage to avoid divergence. This gives

Ṅform(M, z) = Ṅ(M, z) + φ(M, z)N(M, z). (A.7)

We now assume thatφ has no characteristic mass scale so thatφ(M, z) = Mαφ̃(z).
This gives

φ̃(z) =
−Ṅ(M, z) + Ṅform(M, z)

N(M, z)Mα
. (A.8)

But since the left hand side of Equation (A.8) is a function of time alone (through the
redshift), the right hand side of this equation also has to beindependent of mass. In
particular, we can then setM = Mmin in this equation, giving us

φ̃(z) =
−Ṅ(Mmin, z)

N(Mmin, z)Mα
min

. (A.9)
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Now, in the case of the overdense region that we are considering here, we have

Ṅ(M, z) = N(M, z)
Ḋ(z)

D2(z)

δc
δc/D(z)− δ

[ν2(m, z)− 1], (A.10)

which gives

φ̃ =
Ḋ

D2

δc
δc/D(z)− δ

[ν2(Mmin, z)− 1]M−α
min. (A.11)

Since our choice of threshold massMmin is arbitrary, we now need to take the limit
Mmin → 0. However, sinceν → 0 in this limit, φ̃ becomes indeterminate, except when
α = 0. This implies that we must setα = 0 for consistency. This givesφ(M, z) = φ̃(z).
Substituting the resultant expression in Equation (A.7), we get

Ṅform(M, z) = N(M, z)
Ḋ

D2

δc
δc/D(z)− δ

ν2(M, z). (A.12)

This the required formation rate of haloes in an overdense region.
Furthermore, from our definitions of probabilities in Equations (A.5) and (A.6), we

can write the probability that a halo that has formed at redshift zc continues to exist at
redshiftz as

psurv(z, zc) = exp

[

−
∫ t(z)

t(zc)

φ(t′)dt′

]

, (A.13)

which in our case results in

psurv(z, zc) =
δc/D(z)− δ

δc/D(zc)− δ
. (A.14)

From Equations (A.12) and (A.14), we can now write the the comoving number density
N(M, z, zc)dMdzc at redshiftz of collapsed halos having mass in the rangeM and
M + dM and redshift of collapse in the rangezc andzc + dzc as

N(M, z, zc)dMdzc = N(M, zc)

(

ν2δc
δc/D(zc)− δ

)

Ḋ(zc)

D2(zc)

× psurv(z, zc)
dt

dzc
dzcdM,

(A.15)

This is our Equation (3.15).
It is worth pointing out that Equations (A.12) and (A.14) reduce to the average forms

for halo formation rate and survival probability in the limit δ → 0 andR → ∞.





Chapter 4
Formation rate of Dark Matter Haloes

A crucial ingredient of the analytical models of previous chapters was the global star
formation rate historẏρ∗(z). As we saw, the formation rate of dark matter halos was
required to calculate this quantity. In fact, the hierarchical formation of dark matter
halos is the key driver that leads to formation and evolutionof galaxies and clusters of
galaxies. Dark matter responds mainly to gravitational forces, and by virtue of a larger
density than baryonic matter, assembly of matter into halosand large scale structure
is primarily driven by gravitational instability of initial perturbations in dark matter.
Galaxies are believed to form when gas in highly over-dense halos cools and collapses
to form stars in significant numbers [Hoyle, 1953; Rees & Ostriker, 1977; Silk, 1977;
Binney, 1977].

The halo mass function describes the comoving number density of dark matter ha-
los as a function of mass and redshift in a given cosmology. Itis possible to develop
the theory of mass functions in a manner that makes no reference to the details of the
cosmological model or the power spectrum of fluctuations. That is, we expect the mass
function to take a universal form, when scaled appropriately. Simple theoretical ar-
guments have been used to obtain this universal functional form of the mass function
[Press & Schechter, 1974; Bond et al., 1991; Sheth, Mo & Tormen, 2001]. (Bond et al.
[1991], and, Sheth, Mo & Tormen [2001] used the excursion settheory to derive the
mass function.) Much work has also been done to determine theextent to which this
form is consistent with results from N-body simulations [Jenkins et al., 2001; White,
2002; Reed et al., 2003; Warren et al., 2006; Reed et al., 2007; Lukić et al., 2007; Cohn
& White, 2008; Tinker et al., 2008] with the conclusion that the agreement is fairly good.
It is remarkable that a purely local approach provides a fairly accurate description of the
manifestly non-linear and strongly coupled process of gravitational clustering. The suc-
cess of the local description has been exploited in developing the semi-analytic theories
of galaxy formation [White & Frenk, 1991; Kauffmann, White & Guiderdoni, 1993;
Chiu & Ostriker, 2000; Madau, Ferrara & Rees, 2001; Samui, Srianand & Subrama-
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nian, 2007].
The Press-Schechter mass function [Press & Schechter, 1974] that is commonly

used in these semi-analytic models assumes spherical collapse of halos [Gunn & Gott,
1972]. The shape of this mass function agrees with numericalresults qualitatively, but
there are deviations at a quantitative level [Efstathiou etal., 1988; Jenkins et al., 2001].
Improvements to the Press-Schechter mass function have been made to overcome this
limitation. In particular, the Sheth-Tormen mass function, which is based on the more
realistic ellipsoidal collapse model [Sheth & Tormen, 1999; Sheth, Mo & Tormen, 2001]
fits numerical results better. Many fitting functions with three or four fitting parameters
have been proposed, these are based on results of simulations of the Lambda-Cold Dark
Matter (ΛCDM) model [Jenkins et al., 2001; Reed et al., 2003; Warren et al., 2006;
Fakhouri, Ma & Boylan-Kolchin, 2010].

In the application of the theory of mass functions to the semi-analytic models for
galaxy formation, we often need to know comoving number density of halos of a cer-
tain age. Naturally, this quantity is related to the halo formation rates and the survival
probability. While these details are known and well understood for the Press-Schechter
mass function [Press & Schechter, 1974], the situation is not as clear for other models
of the mass function. Furthermore, analytic estimates for the halo formation rate and
survival probability are important in spite of the availability of accurate fitting functions
for these quantities in theΛCDM model. This is because analytic estimates can be used
to study variation in these quantities with respect to, for instance, the underlying cos-
mology or the power spectrum of matter perturbations. Studying such variation with the
help of simulations is often impractical. In this chapter, we focus on the computation of
halo formation rates.

Several approaches to calculating halo formation rates have been suggested [Blain
& Longair, 1993; Sasaki, 1994; Kitayama & Suto, 1996]. In particular, Sasaki [1994]
suggested a very simple approximation for the formation rate as well as survival prob-
ability for halos. The approximation was suggested for the Press-Schechter mass func-
tion, though it does not use any specific aspect of the form of mass function. The series
of arguments is as follows:

• Merger and accretion lead to an increase in mass of individual halos. Formation
of halos of a given mass from lower mass halos leads to an increase in the number
density, whereas destruction refers to halos moving to a higher mass range. The
net change in number density of halos in a given interval in mass is given by the
difference between the formation and destruction rate.

• Given the net rate of change, we can find the formation rate if we know the de-
struction rate.

• A simple but viable expression for the destruction rate is obtained by assuming
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that the probability of destruction per unit mass (also known as the halo destruc-
tion efficiency) is independent of mass.

• This approximate expression for the destruction rate is then used to derive the
formation rate as well as the survival probability.

The resulting formulae have been applied freely to various cosmologies and power
spectra, including the CDM class of power spectra. The Sasakiapproach has been used
in many semi-analytic models of galaxy formation [Chiu & Ostriker, 2000; Choudhury
& Ferrara, 2005; Samui, Srianand & Subramanian, 2007] mainly due to its simplicity.
Attempts have also been made to generalize the approximation to models of mass func-
tion other than the Press-Schechter mass function [Samui, Subramanian & Srianand,
2009], though it has been found that a simple extension of theapproximation some-
times leads to unphysical results. In particular, when applied to the Sheth-Tormen mass
function, the Sasaki approach yields negative halo formation rates.

In this chapter, we investigate the application of the Sasaki approach to the Sheth-
Tormen mass function. We test the Sasaki approach by explicitly computing the halo
formation and destruction rates for the Press-Schechter mass function using the excur-
sion set formalism. We then generalize this same method to compute the halo formation
rates for the Sheth-Tormen mass function. We find that halo formation rates computed in
this manner are always positive. Finally, we compare our analytical results with N-body
simulations.

A reason for choosing the approach presented in this chapter, as compared to other
competing approaches based on the excursion set formalism,is that we wish to be able
to differentiate between major and minor mergers. This is anessential requirement in
semi-analytical models of galaxy formation and is not addressed by other approaches
for halo formation rate [Percival & Miller, 1999; Percival,Miller & Peacock, 2000;
Percival, 2001; Giocoli et al., 2007; Moreno, Giocoli & Sheth, 2008, 2009].

Many attempts at calculating halo formation and merger rates using analytical or
numerical techniques have been made in the literature. Neistein & Dekel [2008] and
Neistein, Maccìo & Dekel [2010] provided analytical expressions for mergerrates of
dark matter haloes within the framework of extended Press-Schechter formalism. They
showed that these merger rates can fit to the results of N-bodysimulation better than
that from the estimates of Lacey & Cole [1994] and hence this can be a useful tool for
studying the galaxy formation. Miller et al. [2006] investigated the cosmological growth
and merger rates of dark matter haloes for studying the accretion history of supermassive
black holes. Similarly, Li et al. [2007b] studied the growthhistory and formation rates
of dark matter haloes numerically using the Lagrangian perturbation codePINOCCHIO

and showed that the mass assembly histories of haloes obtained byPINOCCHIO are in
good agreement with those obtained using N-body simulations.

Using high-resolution N-body simulations, Cohn & White [2008] investigated the
abundance, clustering and mass assembly histories of high-mass haloes at high red-
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shift. They also compared the mergers and mass accretion histories to the extended
Press-Schechter formalism. Benson, Kamionkowski & Hassani[2005] described a new
approach, which is different from the extended Press-Schecter theory, to find more phys-
ically reasonable estimates of dark matter halo merger rates. They showed that while the
extended PS theory contains an intrinsic inconsistency in its predictions for halo merger
rate, their approach can produce always a self-consistent merger rate.

In this chapter, we first discuss the Sasaki and the excursionset formalisms in Sec-
tion 4.1. We then compare these methods with N-body simulations by first describing
our simulations in Section 4.2 and then discussing our findings in Section 4.3.

4.1 Rate of Halo Formation

The total change in number density of collapsed halos at timet with mass betweenM
andM + dM per unit time is denoted bẏN(M, t)dM and is due to halos gaining mass
through accretion or mergers. Lower-mass halos gain mass sothat their mass is now
betweenM andM + dM , and some of the halos with mass originally betweenM and
M + dM gain mass so that their mass now becomes higher than this range. We call
the former process halo formation and the latter as halo destruction, even though the
underlying physical process is the same in both cases; the different labels of formation
or destruction arise due to our perspective from a particular range of mass. We de-
note the rate of halo formation bẏNform(M, t)dM and the rate of halo destruction by
Ṅdest(M, t)dM . We immediately have

Ṅ(M, t) = Ṅform(M, t)− Ṅdest(M, t). (4.1)

Following Sasaki [1994], in general we can formulate each term in the above expression
as follows. The rate of halo destruction can be written as

Ṅdest(M, t) =

∞
∫

M

N(M, t)Q̃(M,M ′; t)dM ′ (4.2)

≡ φ(M, t)N(M, t), (4.3)

where,Q̃(M,M ′; t) represents the probability of a halo of massM merging with an-
other halo to form a new halo of massM ′ per unit time. The fraction of halos that are
destroyed per unit time is denoted byφ(M, t). This quantity is also referred to as the
efficiency of halo destruction. The rate of halo formation can be written as

Ṅform(M, t) =

M
∫

0

N(M ′, t)Q(M ′,M ; t)dM ′ (4.4)
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whereQ(M ′,M ; t) represents the probability of a halo of massM ′ evolving into another
halo of massM per unit time. We can now write, from Equation (4.1) and from our
definitions in Equations (4.3) and (4.4),

Ṅform(M, t) = Ṅ(M, t) + φ(M, t)N(M, t). (4.5)

This reduces the calculation of rate of halo formation to a computation ofφ(M, t).
Sasaki [1994] proposed a simple ansatz to computeφ(M, t): If we assume that the

efficiency of halo destruction has no characteristic mass scale and we require that the
destruction rate remains finite at all masses then it can be shown thatφ does not depend
on mass at all. (We have proved this claim in Appendix A of Chapter 3.)

4.1.1 Sasaki prescription: Press-Schechter mass function

To understand the Press-Schechter formalism [Press & Schechter, 1974; Bond et al.,
1991], which gives the co-moving number density of collapsed halos at a timet with
mass betweenM andM + dM , let us consider a dark matter inhomogeneity centered
around some point in the universe. The smoothed density contrast within a smoothing
scale of radiusR around this point is defined asδ(R) = [ρ(R) − ρ̄]/ρ̄, whereρ(R)
is the density of dark matter withinR and ρ̄ is the mean background density of the
universe. If this density contrastδ(R) is greater than the threshold density contrast for
collapseδc obtained from spherical collapse model [Gunn & Gott, 1972],the matter
enclosed within the volume collapses to form a bound object.In hierarchical models,
density fluctuations are larger at small scales so with decreasingR, δ(R) will eventually
reachδc. The problem then is to compute the probability that the firstup-crossing of
the barrier atδc occurs on a scaleR. This problem can be addressed by excursion set
approach.

The excursion set approach consists the following principles: Consider a trajectory
δ(R) as a function of the filtering radiusR at any given point and then determine the
largestR at whichδ(R) up-crosses the density thresholdδc(t) corresponding to the for-
mation timet. The solution of the problem can be enormously simplified forBrownian
trajectories [Chandrasekhar, 1943b], that is for sharpk-space filtered density fields, as in
this case contribution of each wave mode is independent of all others. In such a case we
have to solve the Fokker-Planck equation for the probability densityΠ(δ, S)dδ, where
S ≡ σ2(R) andσ(R) is the standard deviation of fluctuations in the initial density field,
smoothed at a scaleR,

∂Π(δ, S)

∂S
=

1

2

∂2Π(δ, S)

∂δ2
(4.6)

The solution [Porciani et al., 1998; Zentner, 2007] can be obtained using the absorbing
boundary conditionΠ(δc(t), S) = 0 and the initial conditionΠ(δ, S = 0) = δD(δ),
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whereδD(δ) is the Dirac delta function

Π(δ, S; δc)dδ =
1√
2πS

×
[

exp

(

− δ2

2S

)

− exp

(

−(δ − 2δc(t))
2

2S

)]

dδ.

(4.7)

Now defineF (S, δc(t)) =
∫ δc(t)

−∞
dδΠ(δ, S; δc(t)) as the survival probability of trajecto-

ries and obtain the differential probability for a first barrier crossing:

f(S) = −∂F (S, δc(t))

∂S
=

δc(t)√
2πS3

exp

(

−δc(t)
2

2S

)

(4.8)

From this, one can obtain the comoving number density of collapsed halos at timet with
mass betweenM andM + dM

NPS(M, t)dM =
ρnr
M

f(S)

∣

∣

∣

∣

dS

dM

∣

∣

∣

∣

dM

=

√

2

π

ρnr
M

(ν)
1

2

∣

∣

∣

∣

d ln σ

dM

∣

∣

∣

∣

exp
[

−ν

2

]

dM. (4.9)

hereρnr is the comoving density of non-relativistic matter andν ≡ [δc(t)/σ(M))]2 ≡
[δc/(D(t)σ(M))]2, whereδc is the threshold density contrast for collapse,D(t) is the
linear rate of growth for density perturbations andσ(M)(≡ S1/2) is the standard de-
viation of fluctuations in the initial density field, which issmoothed over a scale that
encloses massM .

In the following discussion, we will denote the mass function by N(M, t) if the
statement is independent of the specific form of the mass function. We will use a sub-
scriptPS when the statements apply only to the Press-Schechter form of the mass func-
tion.

With Sasaki’s ansatz, the destruction rate efficiencyφ can be written in this case as

φ(t) =
1

D(t)

dD(t)

dt
. (4.10)

With this, we can write down the rate of halo formation for thePress-Schechter mass
function from Equation (4.5) as:

Ṅform(M, t) = ṄPS(M, t) +
1

D(t)

dD(t)

dt
NPS(M, t)

=
1

D(t)

dD(t)

dt
NPS(M, t)

δ2c
σ2(M)D2(t)

. (4.11)
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Note that for halos with large mass, that is in the limitδc ≫ σ(M)D(t), Ṅform ap-
proachesṄPS. In other words, the total change in the number of halos is determined by
formation of new halos. For halos with low mass, whereσ is much larger than unity,
althoughṄform remains positive, the total change is dominated by destruction andṄPS

becomes negative.
We can also define two related, useful quantities now. Firstly, the probabilityp(t1, t2)

that a halo which exists att1 continues to exist att2 without merging is given by

p(t1, t2) = exp



−
t2
∫

t1

φ(t′)dt′



 =
D(t1)

D(t2)
(wheret2 > t1) (4.12)

This is usually known as the survival probability of halos, and is independent of halo
mass in the Sasaki prescription. Secondly, in this picture the distribution of epochstf of
formation of halos with massM at timet can be defined as

F (M ; tf , t)dMdtf = Ṅform(M, tf)p(tf , t)dMdtf . (4.13)

4.1.2 Sasaki prescription: Sheth-Tormen mass function

The Press-Schechter mass function does not provide a very good fit to halo mass func-
tion obtained in N-body simulations. In particular, it under-predicts the number density
of large mass halos, and over-predicts that of small mass halos. Hence it is important
to generalize the calculation of formation rates to other models for mass function that
are known to fit simulations better. The Sheth-Tormen form ofmass function [Sheth &
Tormen, 1999] is known to fit simulations much better than thePress-Schechter form.1

(For a comparison of both of these forms of halo mass functionwith simulations, see
Figure 3 of Jenkins et al. 2001.) The Sheth-Tormen mass function is given by

NST(M, t)dM = A

√

2

π

ρnr
M

(aν)1/2
∣

∣

∣

∣

d ln σ

dM

∣

∣

∣

∣

×
[

1 + (aν)−p] exp
[

−aν

2

]

dM,

(4.14)

where the parametersa, p, andA have best fit values ofa = 0.707, p = 0.3 and
A = 0.322 [Sheth & Tormen, 1999], and the quantityν is as defined before. This form

1Even this form of halo mass function has poor accuracy in somecases, namely, for conditional mass
functions with large mass ratios and for mass function in overdense regions [Sheth & Tormen, 2002].
In applications involving these regimes it is perhaps advisable to use more accurate fitting functions to
simulation data. However, the Sheth-Tormen form still has the property of being considerably better
than the Press-Schechter form while having a physical interpretation. It is thus preferable in many semi-
analytic models where the Press-Schechter form is used.
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of mass function has the added advantage of being similar to the mass function derived
using a variable barrier motivated by ellipsoidal collapseof overdense regions [Sheth,
Mo & Tormen, 2001; Sheth & Tormen, 2002]. Note that if we chooseA = 0.5, p = 0
anda = 1 then we recover the Press-Schechter mass function derived using spherical
collapse. Recently, it has been shown that the best fit values of these parameters depend
on the slope of the power spectrum [Bagla, Khandai & Kulkarni,2009].

We can now apply the Sasaki prescription to this form of mass function and calculate
the rates of halo formation and destruction [Ripamonti, 2007]. We get for the destruction
rate efficiency

φ(t) =
1

D

dD

dt
[1− 2p] . (4.15)

Note that the destruction rate efficiency is independent of mass. The rate of halo forma-
tion is then given by

ṄST
form(M, t) = − 1

D

dD

dt

[

2p

1 + (aν)−p − aν

]

NST(M, t). (4.16)

Note that in this case, because of the extra term, the halo formation rate can be nega-
tive for some values of halo mass. Since negative values of rate of halo formation are
unphysical, this indicates that the generalization of Sasaki approximation to the Sheth-
Tormen mass function is incorrect. The same problem is encountered if we use other
models of the halo mass function [Samui, Subramanian & Srianand, 2009].

However, since the basic framework outlined in the beginning of this section is
clearly correct, there should not be any problems in generalizing it to other mass func-
tions. It is therefore likely that the simplifying assumptions of the Sasaki method that led
to the estimate of the halo destruction rate efficiency of Equation (4.15) are responsible
for negative halo formation rate.

4.1.3 Excursion set approach to halo formation rates: Press-Schechter
mass function

To check this assertion we perform an explicit calculation of the rate of halo formation
using the excursion set formalism. Recall that from Equations (4.2) and (4.3), we can
write for the halo destruction rate efficiency as

φ(M1, t) =

∞
∫

M1

Q̃(M1,M2; t)dM2, (4.17)

whereQ̃(M1,M2; t) represents the probability that an object of massM1 grows into an
object of massM2 per unit time through merger or accretion at timet. This quantity is
also known as the transition rate.
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In the excursion set formalism, the conditional probability for a halo of massM1

present at timet1 to merge with another halo to form a larger halo of mass between
M2 andM2 + dM2 at timet2 > t1 [Lacey & Cole, 1993, 1994] can be written for the
extended Press-Schechter mass function as

f(M2, δ2|M1, δ1)dM2 =

√

2

π

δ2(δ1 − δ2)

δ1
σ2
2

[

σ2
1

σ2
2(σ

2
1 − σ2

2)

]
3

2

× exp

[

− (δ2σ
2
1 − δ1σ

2
2)

2

2σ2
1σ

2
2(σ

2
1 − σ2

2)

] ∣

∣

∣

∣

dσ2

dM2

∣

∣

∣

∣

dM2.

(4.18)

Here,σ1 andσ2 are values of the standard deviation of the density perturbations when
smoothed over scales that contain massesM1 andM2 respectively, andδ1 andδ2 are the
values of the threshold density contrast for spherical collapse at timet1 andt2 respec-
tively. Taking the limitt2 tends tot1, i. e. δ2 tends toδ1, we can determine the mean
transition rate at timet = t1:

Q̃(M1,M2; t)dM2 =

√

2

π
σ2
2

[

σ2
1

σ2
2(σ

2
1 − σ2

2)

]
3

2

∣

∣

∣

∣

dδ

dt

∣

∣

∣

∣

× exp

[

−δ2(σ2
1 − σ2

2)

2σ2
1σ

2
2

] ∣

∣

∣

∣

dσ2

dM2

∣

∣

∣

∣

dM2.

(4.19)

This represents the probability that a halo of massM1 will accrete or merge to form
another halo of massM2 at timet. We can use this with Equation (4.17) to explicitly
compute the destruction rate, and hence the halo formation rate.

However, in the excursion set method, an arbitrarily small change in the halo mass
is treated as creation of a new halo. As a result, the integralin Equation (4.17) diverges
unless we specify a “tolerance” parameter. We assume that a halo is assumed to have
survived unless its mass increases such thatM1 → M2 ≥ M1(1 + ǫ) due to either
accretion or merging, whereǫ is a small number. This assumption allows us to introduce
a lower cutoff in the integral in Equation (4.17) and the lower limit changes toM1(1+ǫ),
leading to a convergent integral. This is also physically pertinent for our application as
infinitesimal changes do not lead to variations in dynamicalstructure of halos, and hence
we do not expect any changes in galaxies hosted in halos that do not undergo a major
merger. This is similar in spirit to the assumption made elsewhere in the literature that
a halo is assumed to survive until its mass increases by a factor of two [Lacey & Cole,
1994; Kitayama & Suto, 1996]. Note that N-Body simulations have a natural cutoff due
to the discrete nature of N-Body particles. With the introduction of this new parameter,
the modified formula for the halo destruction rate efficiencyis given by

φ(M1, t) =

∞
∫

M1(1+ǫ)

Q̃(M1,M2; t)dM2 (4.20)
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Figure 4.1: Destruction rateφ(M, t) atz = 10 for the Press-Schechter mass function for
a power law model with index−1.5. Curves have been plotted forǫ = 0.1 andǫ = 0.5.

This can then be used to calculate the rate of halo formation using Equation (4.5).

Figure 4.1 shows the destruction rate efficiencyφ(M, t) computed in this manner
for the Press-Schechter mass function for an Einstein-de Sitter cosmology with power
law spectrum of density perturbations with index−1.5. Curves have been plotted for
ǫ = 0.1 andǫ = 0.5. We have also shown the Sasaki approximation in the same panel.
The excursion set result has three features:

1. At smallM , the excursion set value approaches the destruction rate computed
using the Sasaki approximation.

2. The destruction rate has a peak, more pronounced for smaller ǫ, near the scale of
non-linearity.

3. At larger scales the destruction rate falls rapidly; thisis the region where de-
viations from the Sasaki result are the largest. Thus the halo destruction rate
efficiency vanishes at large masses.

A similar trend is seen for other power spectra. We postpone adetailed discussion of
these issues to the end of this section.
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4.1.4 Excursion set approach to halo formation rates: Sheth-Tormen
mass function

As discussed in Subsection 4.1.2, the Sheth-Tormen mass function is known to be a
much better fit to N-Body simulations than the Press-Schechter mass function. Several
other forms of halo mass function have also been fitted to results of high resolution N-
Body simulations [Jenkins et al., 2001; Reed et al., 2003; Warren et al., 2006]. In this
chapter we focus on the Sheth-Tormen mass function. Recall that the Sasaki prescription
gives unphysical results when applied to this form of the mass function. Therefore, we
now derive the halo destruction rate efficiency, and the haloformation rates for the
Sheth-Tormen mass function. This requires obtaining analogs of Equations (4.18) and
(4.19).

Sheth, Mo & Tormen [2001] showed that once the barrier shape is known, all the
predictions of the excursion set approach, like the conditional mass function, associated
with that barrier can be computed easily.2 Further, they showed that the barrier shape
for ellipsoidal collapse is

B(σ, t) ≡ δec(σ, t) =
√
aδc(t)

[

1 + β(aν)−γ
]

, (4.21)

wherea = 0.75, β = 0.485, γ = 0.615, and,δc(t) is the threshold value of overdensity
required for spherical collapse (also see Sheth & Tormen 2002). They also found that,
for various barrier shapesB(S), the first-crossing distribution of the excursion set theory
is well approximated by

f(S)dS =
|T (S)|√
2πS3/2

exp

[

−B(S)2

2S

]

dS, (4.22)

whereT (S) denotes the sum of the first few terms in the Taylor series expansion of
B(S)

T (S) =
∞
∑

n=0

(−S)n

n!

∂nB(S)

∂Sn
. (4.23)

(Here, for conformity with the literature, we use the symbolS ≡ σ2.) This expression
gives the exact answer in the case of constant and linear barriers. For the ellipsoidal
barrier, we can get convergence of the numerical result if weretain terms in the Taylor
expansion up ton = 5.

For Press-Schechter mass function, the conditional mass function f(S1, δ1|S2, δ2)
can be obtained from the first crossing distributionf(S) by just changing the variables
δ → δ1 − δ2 andS → S1 − S2. This can be done because, despite the shift in the
origin, the second barrier is still one of constant height. This is no longer true for

2These can be also calculated for non-Gaussian initial conditions, see, e.g., De Simone, Maggiore &
Riotto [2011]
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ellipsoidal collapse and hence we cannot simply rescale thefunction in Equation 4.22 to
get the conditional mass function. Instead, this can be doneby making the replacements
B(S) → B(S1)−B(S2) andS → S1 − S2 to get

f(S1|S2)dS1 =
|T (S1|S2)|

√

2π(S1 − S2)3/2
exp

[

−(B(S1)−B(S2))
2

2(S1 − S2)

]

dS1, (4.24)

where we now have

T (S1|S2) =
5

∑

n=0

(−(S1 − S2))
n

n!

∂n (B(S1)−B(S2))

∂Sn
1

. (4.25)

Using Bayes’ theorem, we now have

f (S2|S1) dS2 =
|T (S1|S2)||T (S2)|

|T (S1)|
1√
2π

[

S1

S2 (S1 − S2)

]

× exp

[

− [B(S1)− B(S2)]
2

2 (S1 − S2)
− B2(S2)

2S2

+
B2(S1)

2S1

]

dS2.

(4.26)

A change of variables fromS to M now gives us an analog of Equation (4.18) for
the Sheth-Tormen mass function. In other words, we get the conditional probability
fST(M2|M1)d lnM2 that a halo of massM1 present at timet1 will merge to form a halo
of mass betweenM2 andM2 + dM2 at time t2 > t1. Further, taking the limit ast2
tends tot1(= t), we obtainQ̃(M1,M2; t). As before, we can then use it to calculate
the halo destruction rate efficiencyφ(M, t) and the rate of halo formatioṅNST

form(M1, z)
using equations (4.5) and (4.20). We perform this part of thecalculation numerically.
It is also possible to use this formalism to calculate formation rates for the square-root
barrier [Moreno, Giocoli & Sheth, 2009, 2008; Giocoli et al., 2007], which is a good
approximation for the ellipsoidal collapse model. We do notattempt this calculation
here.

Figure 4.2 is the analog of Figure 4.1 for the Sheth-Tormen mass function. It shows
the destruction rate efficiencyφ(M, t) computed using the excursion set method for
an Einstein-de Sitter cosmology with power law spectrum of density perturbations with
index−1.5 atz = 10.0. Curves have been plotted forǫ = 0.1 andǫ = 0.5. We have also
shown the Sasaki approximation for ST mass function in the same panel for comparison.
This result for the Sheth-Tormen mass function has the same features as the result for
the Press-Schechter mass function. We also see that the destruction rate efficiency is far
from constant at smallM/Mnl. Thus the central assumption of the Sasaki prescription
is invalid in the case of Sheth-Tormen mass function as well.
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Figure 4.2: Same as Figure 4.1 but for the Sheth-Tormen (as well as Press-Schechter)
mass function.

n Nbox Npart rinl rfnl rmax
nl zi

−1.5 4003 4003 2.5 12.0 10.0 103.38
−0.5 2563 2563 2.5 12.0 18.2 291.53

Table 4.1: Simulations used in this chapter. Power law powerspectrum: heren is the
index of the power spectrum,Nbox is the size of the simulation box ,Npart represents
the number of particles,rinl is the scale of non-linearity at the earliest epoch,rfnl is the
actual scale of non-linearity for the last epoch,rmax

nl represents the maximum scale of
non-linearity andzi is the starting redshift of the simulations for every model.
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Lbox Npart mpart ǫ zf zout
23.04 5123 6.7× 106 1.35 5.0 5.04
51.20 5123 7× 107 3.00 3.0 3.34
76.80 5123 2.3× 108 4.50 1.0 1.33

Table 4.2: Simulations used in this chapter.ΛCDM power spectrum: columns 1 and 2
list the size of the box (in h−1Mpc) and the number of particles used in the simulations.
Columns 3 and 4 give the mass (in h−1M⊙) and force resolution (in h−1kpc; not to be
confused with theǫ used in the text) of the simulations, while columns 5 and 6 tell us
the redshift at which the simulations were terminated and the redshift for which the
analyses were done.

4.2 N-Body simulations

From the excursion set calculation described in the previous section, we thus find that
the halo destruction rate efficiency is not independent of mass as is assumed in the
Sasaki prescription. Clearly, this is the reason why Sasaki prescription yields unphysical
values for the rate of halo formation. In this section and thenext, we now compare the
results of our excursion set calculation with results of N-body simulations.

We used the TreePM code [Khandai & Bagla, 2009] for these simulations. The
TreePM [Bagla, 2002; Bagla & Ray, 2003] is a hybrid N-Body method which improves
the accuracy and performance of the Barnes-Hut (BH) Tree method [Barnes & Hut,
1986] by combining it with the PM method [Miller, 1983; Klypin & Shandarin, 1983;
Bouchet, Adam & Pellat, 1985; Bouchet & Kandrup, 1985; Hockney& Eastwood,
1988; Bagla & Padmanabhan, 1997; Merz, Pen & Trac, 2005]. The TreePM method
explicitly breaks the potential into a short-range and a long-range component at a scale
rs—the PM method is used to calculate the long-range force and the short-range force
is computed using the BH Tree method. Use of the BH Tree for short-range force cal-
culation enhances the force resolution as compared to the PMmethod.

The mean inter-particle separation between particles in the simulations used here is
lmean = 1.0 in units of the grid-size used for the PM part of the force calculation. In our
notation this is also cube root of the ratio of simulation volumeN3

box to the total number
of particlesNpart.

Power law models do not have any intrinsic scale apart from the scale of non-
linearity introduced by gravity. We can therefore identifyan epoch in terms of the scale
of non-linearityrnl. This is defined as the scale for which the linearly extrapolated value
of the mass variance at a given epochσL(a, rnl) is unity. All power law simulations are
normalized such thatσ2(a = 1.0, rnl = 8.0) = 1.0. The softening length in grid units is
0.03 in all runs.
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TheΛCDM simulations were run with the set of cosmological parameters favored by
the WMAP 5-yr data (Komatsu et al. 2009) as the best fit for theΛCDM class of models:
Ωnr = 0.2565,ΩΛ = 0.7435, ns = 0.963, σ8 = 0.796, h = 0.719 andΩbh

2 = 0.02273.
The simulations were done with5123 particl es in a comoving cube of three different
values of the physical volume as given in Table 4.1.4.

Simulations introduce an inner and an outer scale in the problem and in most cases
we work with simulation results whereLbox ≫ rnl ≥ Lgrid, whereLgrid, the size of
a grid cell, is the inner scale in the problem.Lbox is the size of the simulation and
represents the outer scale. In Table (4.1.4) we list the power law models simulated
for the present study. We list the index of the power spectrumn (column 1), size of
the simulation boxNbox (column 2), number of particlesNpart (column 3), the scale
of non-linearity at the earliest epoch used in this study (column 4), and, the maximum
scale of non-linearity,rmax

nl (column 6) given our tolerance level of3% error in the mass
variance at this scale. For some models with very negative indices we have run the
simulations beyond this epoch. This can be seen in column 5 where we list the actual
scale of non-linearity for the last epoch. The counts of halos in low mass bins are
relatively unaffected by finite box considerations. We therefore limit errors in the mass
function by running the simulation up tormax

nl . Column 7 lists the starting redshift of
the simulations for every model. Similarly, in Table (4.1.4), we mention the details of
the LCDM simulations used in this work. We list the size of the simulation boxLbox in
h−1Mpc (column 1), number of particles used in the simulationsNpart (column 2), mass
of the particlesmpart in h−1M⊙ (column 3), force resolutionǫ (not to be confused with
theǫ used in the text) of the simulations in h−1kpc (column 4), the redshiftzf at which
the simulations were terminated (column 5) and the redshiftzout for which the analyses
were done (column 6).

In order to follow the merger history of dark matter halos in each of these simula-
tions, we store the particle position and velocities at different redshifts. A friend-of-
friend group finding algorithm is used to locate the virialised halos in each of these
slices. We adopt a linking length that is0.2 times the mean inter-particle separation,
corresponding to the density of virialised halos. Only groups containing at least20 par-
ticles are included in our halo catalogs. A merger tree is then constructed out of the halo
catalogs by tracking the evolution of each particle throughvarious slices. This lets us
identify a halo as it evolves with time through mergers with other halos. We then de-
scribe the formation and destruction of halos in terms of change in number of particles
between consecutive snapshots of the simulation. When a haloof massM at redshift
z turns into a halo of massM ′ at z′(< z), then we say that a halo of massM was de-
stroyed at redshiftz and a halo of massM ′ has formed atz′ if M ′ ≥ M(1 + ǫ). We
identify the resolution parameterǫ with that used in our excursion set calculation and
experiment with different values as described in the next section.

The presence ofǫ in our analytical model helps in comparison with the N-body
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results. It is clear that this parameter is not needed if we care aboutṄ(M, t) alone. But
the formation rate that we are interested in will depend on this parameter, as we will
show in the next section. This kind of parameter is also needed for identifying major
and minor mergers [Li et al., 2007b].

4.3 Results and Discussion

In this section we present the results of a comparison of our calculations presented in
Section 4.1 with N-body simulations. We present comparisonof the destruction rate
efficiency and the rate of halo formation and then discuss ourresults at the end of this
section. We also consider two related quantities, the halo survival probability and the
distribution of halo formation times, which were defined in Section 4.1.

4.3.1 Halo destruction rate efficiency

Figures 4.3 and 4.5 show the halo destruction rate efficiencyφ(M, t) for Sheth-Tormen
and Press-Schechter mass functions in an Einstein-de Sitter universe with a power law
power spectrum of density fluctuations with indicesn = −0.5 andn = −1.5 respec-
tively. The top row of both figures shows the halo destructionrate efficiency atz = 0.8
and the second row shows the same atz = 0.0. In each case, we compute the halo
destruction rate efficiency using the Sasaki method as well as our excursion set method.
We then deriveφ(M, t) from our N-body simulations for a comparison. See Bagla,
Khandai & Kulkarni [2009] for details of the simulations andbest fit parameters for the
ST mass function. These results are superimposed on the plots. For the excursion set
calculation and for the comparison with simulations, we useǫ = 0.5 (left column) and
ǫ = 0.1 (right column). For the two power spectra, the two redshiftsthat we consider
correspond tornl = 5 andrnl = 8 grid lengths, andrnl = 4 andrnl = 8 grid lengths
respectively.

As we saw in Figures 4.1 and 4.2, we find that Sasaki’s assumption is not valid for
ST or PS mass functions, that isφ(M, t) depends on the halo mass. We also see that
the value ofφ(M, t) derived from simulations matches well with that calculatedby our
method. On the other hand, the predictions of Sasaki’s approximation do not match the
simulations. This difference is more pronounced for the smaller value ofǫ. Note that
the points from N-Body simulations have large error-bars at higher mass as the number
of halos decreases at these scales. The most notable featureof the destruction rate
efficiency in the excursion set picture is that it cuts off very sharply for large masses.
Another aspect is that for smallǫ, there is a pronounced peak inφ and it drops off
towards smaller masses.

We have also calculated the destruction rate efficiency for theΛCDM cosmological
model for both Press-Schechter and Sheth-Tormen mass functions and compared it with
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Figure 4.3: Comparison of the destruction rate efficiencies computed using our method
and Sasaki formalism for both ST and PS mass function atrnl = 5 grid lengths (top
row) andrnl = 8 grid lengths (second row). All curves are plotted for power-law model
with indexn = −0.5. Curves forǫ = 0.5 are shown in the left panel andǫ = 0.1 in
the right panel. Points with error bars represent the corresponding results obtained from
N-body simulations.
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Figure 4.4: Comparison of the formation rates computed usingour method and Sasaki
formalism for both ST and PS mass function forrnl = 5 (third row) andrnl = 8 (lowest
row). All curves are plotted for power-law model with indexn = −0.5. Curves for
ǫ = 0.5 are shown in the left panel andǫ = 0.1 in the right panel. Points with error bars
represent the corresponding results obtained from N-body simulations.
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Figure 4.5: Same as Figure 4.3 but now forn = −1.5. The two epochs correspond to
rnl = 4 andrnl = 8 grid lengths respectively.
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Figure 4.6: Same as Figure 4.4 but now forn = −1.5. The two epochs correspond to
rnl = 4 andrnl = 8 grid lengths respectively.
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Figure 4.7: Destruction rates forΛCDM model for both PS and ST mass functions
using different thresholds (ǫ = 0.5 for first; ǫ = 0.1 for second) and different redshifts
(z = 10.2 for left panel,z = 2.0 for right panel). Again, points with error bars represent
the corresponding results obtained from N-body simulations.

derived values from simulations. The results are shown in Figure 4.7 for three redshifts
(2.0, and10.2) and two values ofǫ (0.5 and0.1). We can see that results calculated by
our technique fit numerical results better.

4.3.2 Halo formation rate

Having calculated the destruction rate efficiency, we can now calculate the halo forma-
tion rate using the formalism described in Section 4.1 and compare it with the derived
halo formation rates from our simulations. The results are shown in Figures 4.4 and 4.6
for an Einstein-de Sitter Universe with a power law power spectrum of density fluctua-
tions with indicesn = −0.5 andn = −1.5 respectively. The third row of both figures
shows the formation rate at redshiftz = 0.8 and the fourth row shows the same at red-
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Figure 4.8: Formation rates forΛCDM model for both PS and ST mass functions using
different thresholds (ǫ = 0.5 for first; ǫ = 0.1 for second row) and different redshifts
(z = 10.2 for left panel,z = 2.0 for right panel). As usual, points with error bars
represent the corresponding results obtained from N-body simulations.
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Figure 4.9: Upper panels show formation rates for ST mass function. Lower panels
show the same where we usedφ computed from excursion set approach in the PS mass
function and used that to compute the formation rate in the STmass function.

Figure 4.10: Ratio of formation rates estimated in the two approaches shown in Figure
4.9.
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Figure 4.11: Same as Figure 4.9 but forǫ = 0.1

Figure 4.12: Same as Figure 4.10 but forǫ = 0.1
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Figure 4.13: Comparison of the survival probabilities computed using our method and
Sasaki formalism for both PS (left panel) and ST (right panel) mass functions with
different redshifts (z = 1, 3 and10) for ǫ = 0.5. Curves have been plotted for theΛCDM
model. These curves show the probability that the halo survives from that redshift up to
the present epoch.

shift z = 0.0. Note the quantity plotted here is the ratioṄform(M, t)/N(M, t). We have
shown the results from the Sasaki prescription and the excursion set calculations and
have superimposed formation rates derived from N-Body simulations. As before, for
the excursion set calculation and for the comparison with simulations, we useǫ = 0.5
(left column) andǫ = 0.1 (right column). For the two power spectra, the two redshifts
that we consider correspond tornl = 5 andrnl = 8 grid lengths, andrnl = 4 andrnl = 8
grid lengths respectively.

Again, we see that the excursion set results fit simulation data much better as com-
pared to the results from Sasaki prescription. The Sasaki method underestimates the
formation rates by a large factor for low mass halos. Results from the two methods tend
to converge in the large mass limit, although a systematic difference remains between
the Sheth-Tormen and Press-Schechter estimates, with the former always being larger
that the later. The difference in the Sasaki estimate and theexcursion set estimate for the
destruction rate efficiency and the formation rate is as highas an order of magnitude at
some scales so the close proximity of simulation points to the excursion set calculations
is a clear vindication of our approach. It is worth noting that there is a clear deviation of
simulation points from the theoretical curves at small massscales and this deviation is
more pronounced at small mass scales forǫ = 0.5. It may be that some of the deviations
arise due to a series representation of the barrier shape, and the number of terms taken
into account may not suffice for the estimate. We have found that truncation of the series
can affect results at small masses, though in most cases results converge with the five
terms that we have taken into account for the range of masses considered here.
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Figure 4.14: Plots for formation epoch distribution of halos. Left column is for the
PS and the right column is for the ST mass function. Curves havebeen plotted for
the LCDM model. The formation epoch distribution as computedusing the Sasaki
formalism and the excursion set approach described in this work is shown in the top
panel.
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Figure 4.15: Ratio of the two different approaches used in Figure 4.14 to highlight less
obvious differences.
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4.3.3 Halo survival probability

An important auxiliary quantity in the ongoing discussion is the halo survival probabil-
ity, defined in Section 4.1. From our calculation of the halo destruction rate efficiency,
we calculated the survival probability of dark matter halosusing both the excursion set
formalism and the Sasaki prescription and compared results. These results are shown in
Figure 4.13, which shows the survival probabilities in theΛCDM cosmological model
for the Press-Schechter (left panel) and Sheth-Tormen (right panel) mass functions us-
ing the two approaches at three different redshifts (z = 1, 3 and10). In this case, we
have usedǫ = 0.5 for the excursion set calculation.

In Sasaki approximation, the destruction rate is independent of mass and hence the
survival probability is also independent of mass. Our calculations show that this ap-
proximation is not true, and hence the survival probabilityof halos must also depend
on mass. We note that the survival probability is high for large mass halos: if a very
large mass halo forms at a high redshift then it is likely to survive without a significant
addition to its mass. Smaller halos are highly likely to merge or accrete enough mass
and hence do not survive for long periods. Survival probability drops very rapidly as we
go to smaller masses. While this is expected on physical grounds, it is an aspect not cap-
tured by the Sasaki approximation where equal survival probability is assigned to halos
of all masses. The mass dependence of survival probability is qualitatively similar to
that obtained by Kitayama & Suto [1996]. There is no significant qualitative difference
between the curves for the Press-Schechter and the Sheth-Tormen mass functions.

4.3.4 Formation time distribution

Finally, another interesting quantity is the distributionF (M ; tf , t) of formation epochs
tf of halos with massM at t, defined in Section 4.1. This distribution can be obtained
once the survival probability and formation rate of halos isknown. We calculate the for-
mation time distribution using the excursion set formalismand the Sasaki prescription.
The results are shown in Figure 4.14. We plotF (M ; zf , z = 0)/N(M, z = 0) versus the
formation redshiftzf for three different masses (1013, 1010 and107M⊙) in the standard
ΛCDM model for both Press-Schechter (left column) and Sheth-Tormen (right column)
mass functions withǫ = 0.5 (first row) andǫ = 0.1 (second row). A common feature
is thatF as a function ofzf increases up to a certain redshift and then starts to decline.
The epochs at whichF drops by an order of magnitude from its peak can be interpreted
as typical range of redshifts for the formation of bound systems of respective masses
which exist atz = 0.

The differences between the formation redshift distribution for ǫ = 0.5 andǫ = 0.1
are along expected lines: the formation redshifts are smaller for the lower value ofǫ as
a smaller change in mass is required to declare that a new halohas formed and hence
typical halos do not survive for a very long time. We see that the excursion set calcula-
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tion suggests that halos formed more recently as compared tothe Sasaki approximation
based estimate. This can be understood in terms of the equal survival probability as-
signed by the Sasaki approximation to halos of all masses. For a clearer comparison,
the ratio of the estimate based on Sasaki approximation and the excursion set calculation
is shown in Figure 4.15. We note that for very low mass halos these two estimates differ
by more than an order of magnitude. The main qualitative difference between the plots
for the Press-Schechter and the Sheth-Tormen mass functions is caused by the negative
formation rates in the Sasaki approximation.

4.3.5 Discussion

The results described above show conclusively that the excursion set approach predicts
halo formation and destruction rates that match with simulations much better than the
Sasaki approximation.

Another noteworthy aspect is that the destruction and formation rates depend on the
value ofǫ in simulations as well as the excursion set calculation thereby allowing us
to differentiate between major and minor mergers. In comparison, there is no natural
way to bring in this dependence in the Sasaki approximation.While the match between
simulations and the excursion set approach for the two values of ǫ is satisfying, it raises
the question of the appropriate value of this parameter. In our view the appropriate value
of the parameter should depend on the application in hand. Insemi-analytic galaxy
formation models, we should use a value ofǫ that corresponds to the smallest ratio
of masses of the in-falling galaxy and the host galaxy where we expect a significant
dynamical influence on star formation rate. For instance, Kauffmann et al. [1999] use
ǫ = 0.3 in their semi-analytic galaxy formation model while considering formation of
bulges in merger remnants. In case of galaxy clusters we may base this on the smallest
ratio of masses where the intra-cluster medium is likely to be disturbed in a manner
accessible to observations in X-ray emission or the Sunyaev-Zel’dovich effect [Sunyaev
& Zeldovich, 1972; Navarro, Frenk & White, 1995; Kay, 2004].

While the close match between simulations and the excursion set calculation is use-
ful, it also implies that we should not use the simpler Sasakiapproximation. The excur-
sion set calculation of the halo destruction rate is fairly simple for the Press-Schechter
mass function, but the corresponding calculation for the Sheth-Tormen mass function is
much more complicated. Plots of the destruction rate efficiencyφ(M) for all the mod-
els suggest that its variation with mass andǫ is very similar for the PS and ST mass
function. This suggests an approximation where we useφ(M, z; ǫ) computed using the
Press-Schechter mass function and use that to compute the halo formation rate in the
Sheth-Tormen mass function. Figures 4.9 and 4.11 show the halo formation rate for the
ΛCDM model at three redshifts and compares the excursion set calculation, the Sasaki
approximation and the intermediate approximation suggested above. We find that the
intermediate approximation is not plagued by negative haloformation rates and that it
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is an excellent approximation at all mass scales at higher redshifts. At lower redshifts,
the approximation is still good at high masses but not so at smaller masses.

4.4 Conclusions

Key points presented in this chapter can be summarized as follows:

• We revisited the Sasaki approximation for computing the halo formation rate and
computed the destruction rate explicitly using the excursion set approach.

• We introduced a parameterǫ, the smallest fractional change in mass of a halo
before we consider it as destruction of the old halo and formation of a new halo.

• We showed that the halo destruction rate is not independent of mass even for
power law models and hence the basis for the Sasaki ansatz does not hold. Two
prominent features of the halo destruction rate are the rapid fall at large masses,
and a pronounced peak close to the scale of non-linearity. The peak is more
pronounced for smaller values ofǫ.

• Using the excursion set approach for the Sheth-Tormen mass function leads to
positive halo formation rate, unlike the generalization ofthe Sasaki ansatz where
formation rate at some mass scales is negative.

• We compared the destruction rate and the halo formation ratecomputed using
the excursion set approach with N-Body simulations. We find that our approach
matches well with simulations for all models, at all redshifts and also for different
values ofǫ.

• In some cases there are deviations between the simulations and the theoretical
estimate. However, these deviations are much smaller for the excursion set based
method as compared to the Sasaki estimate. It may be that someof the deviations
arise due to a series representation of the barrier shape, and the number of terms
taken into account may not suffice for the estimate. We have found that truncation
of the series can affect results at small masses, though in most cases results con-
verge with the five terms that we have taken into account for the range of masses
considered here.

• We showed that we can use the halo destruction rate computed for the Press-
Schechter mass function to make an approximate estimate of the halo formation
rate in Sheth-Tormen mass function using Equation (4.5). This approximate esti-
mate is fairly accurate at all mass scales in theΛCDM model at high redshifts.
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• The halo survival probability is a strong function of mass ofhalos, unlike the mass
independent survival probability obtained in the Sasaki approximation.

• The halo formation redshift distribution for halos of different masses is also very
different from that obtained using the Sasaki approximation. This is especially
true for the Sheth-Tormen mass function where the Sasaki approximation gives
negative halo formation rates in some range of mass scales and redshifts.

The formalism used here for calculation of halo formation rate and other related
quantities can be generalized to any description of the massfunction if the relevant
probabilities can be calculated. Within the framework of the universal approach to mass
functions, it can also be used to study formation rates of halos in different cosmological
models [Linder & Jenkins, 2003; Macciò et al., 2004]. This allows for an easy com-
parison of theory with observations for quantities like themajor merger rate for galaxy
clusters [Cohn, Bagla & White, 2001].

In case of semi-analytic models of galaxy formation, our approach allows for a
nuanced treatment where every merger need not be treated as amajor merger and we
may only consider instances where mass ratios are larger than a critical value for any
affect on star formation in the central galaxy.





Chapter 5
Formation of galactic nuclei with multiple
supermassive black holes at high redshifts

In the previous chapters, we looked at analytic models of evolution of galaxies and the
IGM. These models calculated various properties of galaxies and the IGM—like the star
formation history and average IGM temperature—in their global average. This chapter
onwards, we go beyond the global average to look into some specific aspects of galaxy
formation.

Most local galaxies host supermassive black holes (SMBHs) attheir centres [Rich-
stone et al., 1998; Ferrarese & Ford, 2005]. The SMBH massMbh is correlated with
properties of the spheroidal nucleus of the host galaxy, such as velocity dispersion [Fer-
rarese & Merritt, 2000; Gebhardt et al., 2000; Ferrarese, 2002; Gültekin et al., 2009] and
luminosity [Magorrian et al., 1998; McLure & Dunlop, 2002; Marconi & Hunt, 2003;
Gültekin et al., 2009]. Detection of bright quasars at redshifts z & 6 [Fan et al., 2001;
Mortlock et al., 2011] suggests that SMBHs with masses as highas∼ 2 × 109 M⊙ al-
ready existed atz ∼ 7. In the standardΛCDM cosmological model, growth of galaxies
is hierarchical and galaxy mergers are expected to be particularly frequent at redshifts
z ∼ 6–20. As galaxies merge, their central SMBHs can grow through coalescence and
accretion of gas. It is commonly postulated that SMBHs at lower redshifts grew out of
seed black holes (BHs) in the first galaxies [Loeb & Rasio, 1994;Eisenstein & Loeb,
1995; Kauffmann & Haehnelt, 2000; Menou, Haiman & Narayanan, 2001; Bromm &
Loeb, 2003; Volonteri, Haardt & Madau, 2003; Hopkins et al.,2006; Tanaka & Haiman,
2009].

Existing merger tree models are based on the assumption thatany binary black hole
system, which inevitably forms in a galaxy’s merger history, coalesces on a short time-
scale. However, the evolution of SMBH binaries is a complex open problem and it
is unclear if a binary can merge within a Hubble time [Merritt& Milosavljević, 2005].
One expects that during a merger event of two galaxies, the dynamics of their constituent
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SMBHs would proceed in three stages [Begelman, Blandford & Rees,1980]. In the first
stage, the SMBHs sink to the centre of the gravitational potential of the merger remnant
by dynamical friction and form a gravitationally bound binary. The newly-formed bi-
nary continues to lose energy and angular momentum through its global gravitational
interaction with many stars until the separation between the SMBHs reduces to a value
at which the dominant mechanism of energy loss is the 3-body interaction between the
binary and individual stars. This is the second stage of the binary’s evolution, and is
known as the ‘hard stage.’ The precise definition of a hard SMBHbinary varies in the
literature, but it is commonly assumed that the binary becomes hard when its semi-major
axisa reaches a value given by [Yu, 2002]

a ≈ ah ≡ Gm

4σ2
= 2.8

(

m

108M⊙

)(

200 km s−1

σ

)2

pc, (5.1)

where stars in the galactic nucleus are assumed to have a one-dimensional velocity
dispersionσ, andm denotes the mass of the lighter SMBH. Finally, once the binary
separation decreases to a small-enough value, gravitational wave emission becomes the
dominant mode of energy loss and the SMBHs coalesce rapidly. This is the third stage
of the SMBH binary evolution. The value of semi-major axisa at which the coalescence
time scale due to gravitational wave emission alone ist is given by [Peters, 1964; Loeb,
2010]

a(t) ≡ agw(t) = 4.3× 10−3

(

t

105yr

)1/4 (
M

2× 108M⊙

)3/4

pc, (5.2)

whereM is the total mass of the binary, and we have considered two SMBHs with mass
108 M⊙ each on a circular orbit (with shorter time scale at increasing eccentricity).
Gravitational wave emission takes over as the dominant modeof energy loss whena =
agw(th), whereth is the hardening time scale.

Among these three stages of evolution of an SMBH binary, the largest uncertainty in
the binary’s lifetime originates from the hard stage, whichcan be the slowest stage since
the binary quickly ejects all low angular momentum stars in its vicinity, thus cutting off
its supply of stars. This is known as the “final parsec problem” [Milosavljevi ć & Merritt,
2003b]. For example, Yu [2002] studied coalescence of SMBH binaries in a sample
of galaxies observed by Faber et al. [1997] and found that spherical, axisymmetric or
weakly triaxial galaxies can all have long-lived binary SMBHs that fail to coalesce.
Similarly, Merritt & Milosavljević [2005] found that the time spent by a binary is less
than1010 yr only for binaries with very low mass ratios (. 10−3).1 Furthermore, Merritt
& Milosavljević [2005] showed that a binary may not be able to interact with all the
stars in its loss cone, thereby increasing the time spent in the hard stage even further;

1However, for such low mass ratios the time taken by the lighter black hole to reach the galactic
nucleus due to dynamical friction is itself expected to exceed the Hubble time.
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they found that in a nucleus with a singular isothermal sphere stellar density profile, an
equal-mass binary will stall at a separation ofa ≈ ah/2.5, where we have definedah
in Equation (5.1). The final separation is expected to be evenhigher for galaxies with
shallower density profiles.

Several ways have been discussed in the literature to efficiently extract energy and
angular momentum from a hard SMBH binary and overcome the finalparsec problem.
An example is the work by Armitage & Natarajan [2002], who suggested that gas can
catalyse the coalescence of a hard SMBH binary by serving as aneffective sink for the
binary’s angular momentum. In particular, they found that abinary with a separation
of 0.1 pc embedded in a gaseous accretion disk would merge in107 years without sig-
nificant enhancement in the gas accretion rate. Similarly, Escala et al. [2004, 2005]
found that in SPH simulations, clouds of hot gas (Tgas ≈ Tvirial) can induce decay of
orbits of embedded binary point masses due to gravitationaldrag. A caveat to these
studies is that feedback from gas accretion onto the SMBHs canremove the rest of the
gas from the merger remnant before the binary coalesces. However, stellar dynamical
processes could also accelerate binary coalescence, without gas. For example, Merritt
& Poon [2004] considered the effect of chaotic orbits in steep triaxial potentials. They
found that stars are supplied to the central black hole at a rate proportional to the fifth
power of the stellar velocity dispersion and that the decay rate of a central black hole
binary would be enhanced even if only a few percent of the stars are on chaotic orbits,
thus solving the final parsec problem. As another example, itwas suggested that a third
SMBH closely interacting with a hard SMBH binary can reduce thebinary separation
to a small value either due to the eccentricity oscillationsinduced in the binary via
the Kozai-Lidov mechanism [Blaes, Lee & Socrates, 2002] or due to repopulation of
the binary’s loss cone due to the perturbation in the large-scale potential caused by the
third black hole [Hoffman & Loeb, 2007]. Blaes, Lee & Socrates[2002] found that the
merger time scale of an inner circular binary can be shortened by as much as an order
of magnitude, and that general relativistic precession does not destroy the Kozai-Lidov
effect for hierarchical triples that are compact enough.

In summary, there is substantial uncertainty in the currentunderstanding of the evo-
lution of binary SMBHs. Clearly, if the SMBH binary coalescencetime is longer than
the typical time between successive major mergers of the galaxy, then more than two
SMBHs may exist in the nucleus of a merger remnant. We study this possibility in this
chapter. We calculate the relative likelihood of binary, triple, and quadruple SMBH sys-
tems, by considering the timescales for relevant processesand combining galaxy merger
trees with direct-summation N-body simulations for the dynamics of stars and SMBHs
in galactic nuclei. An obvious question regarding galacticnuclei with multiple SMBHs
is whether such systems can be long-lived. We consider this question here. Finally, sys-
tems with multiple SMBHs are likely to be interesting becauseof observational effects
involving their effect on the properties of the host bulge, the enhancement in the rate of
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tidal disruption of stars, their associated gravitationalwave and electromagnetic signals,
and the slingshot ejection of SMBHs at high speeds. We study some of these effects.

5.1 Previous work

Galactic nuclei with multiple SMBHs were first studied by Saslaw, Valtonen & Aarseth
[1974], who computed orbits of three and four SMBH systems by sampling the pa-
rameter space of the problem. They showed that if an infalling SMBH is lighter than
the components of the pre-existing binary, then the most probable outcome is a sling-
shot ejection in which the infalling SMBH escapes at a velocity that is about a third
of the orbital velocity of the binary. Valtonen [1976] further showed that the ejection
velocity can be significantly enhanced if drag forces due to gravitational radiation are
accounted for in the three-body dynamics. The formation of systems with three or
four SMBHs in a hierarchical merger of smooth galactic potentials was first studied
by Mikkola & Valtonen [1990] and Valtonen et al. [1994] with the objective of under-
standing the structure of extragalactic radio sources. This line of work was extended
to binary-binary scattering of SMBHs by Heinämäki [2001], and by Hoffman & Loeb
[2007], who studied repeated triple interactions in galactic nuclei. Both of these studies
used cosmologically consistent initial conditions based on the extended Press-Schechter
theory. Systems with a larger number of black holes were studied by Hut & Rees [1992]
and Xu & Ostriker [1994] using simple analytical models and numerical calculations of
massive particles in smooth galactic potentials. Xu & Ostriker [1994] concluded that
the most-likely outcome in these cases is one in which most black holes are ejected and
the galactic center is left with zero, or one, or two black holes. Finally, full N-body
simulations of galactic nuclei with constituent SMBHs were performed for the case of
two successive mergers by Makino & Ebisuzaki [1996], Makino[1997], and Iwasawa,
Funato & Makino [2006]. Much of this work on SMBHs was based on earlier studies
of stellar-mass black holes in globular clusters. Sigurdsson & Hernquist [1993] and
Kulkarni, Hut & McMillan [1993] considered the evolution of∼ 100 stellar mass black
holes in globular clusters. They concluded that after mass segregation, most of these
black holes are ejected out on a short time scale, and the globular cluster is left with
none or a few black holes. Mass segregation and associated effects of stellar-mass black
holes in a galactic nucleus with a central SMBH was also considered [Miralda-Escud́e
& Gould, 2000; Freitag, Amaro-Seoane & Kalogera, 2006].

The possible formation of systems with multiple SMBHs due to successive galactic
mergers arises naturally in any model describing the hierarchical assembly of galax-
ies. One approach to modeling SMBH growth involves constructing semi-analytic pre-
scriptions of various characteristic processes, like mergers of galaxies, formation of
spheroids, star formation, and gas thermodynamics, coupled with merger trees of dark
matter haloes. This approach has been adopted, for example,by Kauffmann & Haehnelt
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[2000], who also extended it to study possible formation of multiple SMBH systems and
implications for theMbh–σ relation and density profiles observed in luminous elliptical
galaxies [Haehnelt & Kauffmann, 2002]. Another study by Volonteri, Haardt & Madau
[2003] followed merger trees of dark matter haloes and theircomponent SMBHs using
Monte Carlo realizations of hierarchical structure formation in theΛCDM cosmology.
They modeled dark matter haloes as singular isothermal spheres and calculated the in-
spiral of less massive halos in more massive ones by using theChandrasekhar formula
for dynamical friction. Gas accretion to the SMBHs was modeled so as to reproduce
the empiricalMbh–σ relation and the SMBH dynamics was described with analytic pre-
scriptions. In particular, the coalescence time of hard SMBHbinaries was calculated
from a set of coupled differential equations based on scattering experiments involving
the ejection of stellar mass from the loss cone due to the hardSMBH binary and the
resultant change in the hardening rate [Quinlan, 1996; Merritt, 2000]. For galaxies that
underwent another major merger before their constituent binary SMBH coalesced, a
three-body interaction was implemented between the binaryand the intruder SMBH.
They found that the smallest SMBH was kicked out of the galaxy in 99% of cases,
while the binary escapes the galaxy in 8 % of cases. Thus, a significant fraction of
galactic nuclei could end up with no SMBHs or offset SMBHs with mass lower than
that expected from theMbh–σ relation. These results were later extended to incorporate
recoil in the SMBH merger remnant due to asymmetric emission of gravitational waves,
which mainly affected theMbh–σ relation for low-mass haloes by increasing the scatter
[Volonteri & Rees, 2006; Volonteri, 2007; Blecha et al., 2011]. Similar semi-analytic
models were studied by several other authors to understand the assembly ofz ∼ 6
quasars. However, most of these models ignored the dynamicsof multiple SMBHs and
assumed prompt coalescence [Haiman & Loeb, 1999b; Wyithe & Loeb, 2003b; Yoo &
Miralda-Escud́e, 2004; Tanaka & Haiman, 2009; Shen, 2009]. As a result, these models
did not treat systems with multiple SMBHs.

Lastly, SMBH assembly has also been studied using smooth particle hydrodynamic
simulations that attempted to calculate effects of both thegas physics as well as the
gravitational dynamics of the large-scale structure within and around galaxies [Hopkins
et al., 2006; Sijacki et al., 2007; Li et al., 2007a; Hopkins et al., 2007]. However, due
to poor mass resolution and particle smoothening, these simulations cannot accurately
calculate the detailed dynamics of a multiple SMBH systems. Indeed, in most of these
studies, black hole coalescence occurs on scales smaller than the smoothening length,
which is usually much larger than the expected separation ofa hard SMBH binary. As a
result, SMBH coalescence is implemented via a subgrid model.Prompt BH coalescence
is assumed in these models, without calculating either the effect of the environment on
BH evolution, or the back-reaction of the BHs on the environment. Since these models
have been used to explain the existence of thez & 6 SDSS quasars, it is crucial to
confirm the assumptions made in their sub-grid prescriptions. Here, we explore for the



111

first time numerical simulations that incorporate the cosmological process of galaxy
mergers in the cosmological context along with an accurate treatment of black hole
dynamics.

5.2 Formation of multiple-SMBH systems

Unless they coalesce rapidly, or get kicked out of the host galactic nucleus, we expect
multi-SMBH systems to form in galactic nuclei at high redshift due to mergers of galax-
ies if the typical black hole coalescence timescale is longer than the feeding timescale of
new incoming black holes. In this section, we establish a simple theoretical framework
for this formation path using analytical estimates of its relevant timescales:(i) the major
merger time scale of galaxies;(ii) the time scale on which a satellite galaxy sinks to the
center of a host galaxy so that a close interaction between SMBHs can occur; and(iii)
the time scale of SMBH coalescence.

5.2.1 Time scale of incoming SMBHs

Fakhouri, Ma & Boylan-Kolchin [2010] have quantified the average merger rate of dark
matter haloes per halo per unit redshift per unit mass ratio for a wide range of halo mass,
progenitor mass ratios and redshift. The result is given by afitting formula derived from
the Millennium [Springel et al., 2005] and Millennium-II [Boylan-Kolchin et al., 2009]
simulations:

dN

dξdz
(M, ξ, z) = A
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M

1012M⊙

)α

ξβ exp

[(

ξ

ξ̃

)γ]

(1 + z)η. (5.3)

Here,M is the halo mass at redshiftz, andξ is the mass ratio of progenitors. Mergers
with ξ > 0.3 are considered major mergers. The best fit values of various parameters
areα = 0.133, β = −1.995, γ = 0.263, η = 0.0993, A = 0.0104 andξ̃ = 9.72× 10−3.
The average major merger rate per unit time is then given by
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Fakhouri, Ma & Boylan-Kolchin [2010] also provide a fitting formula for average mass
growth rate of halos that can be used to calculate the halo mass at redshiftz for use in
equation (5.3),
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. (5.5)
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Using equation (5.4) we can now define the time scale of major mergers for a halo as

tmrg =

[

dNm

dt

]−1

. (5.6)

The behavior of this quantity is shown in Figure 5.1 for threehalo masses that discussed
here: a Milky Way-like halo that has a massM0 = 1012 M⊙ at z = 0, the typical halo
today that has massM0 = 1014 M⊙ atz = 0, and rare haloes with massM0 = 1016 M⊙

at z = 0.2 This is the time scale at which we expect new (satellite) haloes to enter the
halo. As expected, halo mergers are more frequent at higher redshift. At redshiftz . 1
the major merger time scale for a Milky Way-like halo is greater than the Hubble time.

After two dark matter haloes have merged, the smaller halo becomes a satellite halo
within the virial radius of the host halo. It then takes this satellite a dynamical friction
time to sink to the center of the host halo, so that the constituent galaxies can merge. As
a result, the timescale for major mergers of galaxies is expected to be different that the
time scale for major mergers of dark matter haloes calculated in Equation (5.6).

The dynamical friction time scale is often estimated using Chandrasekhar’s formula
[Chandrasekhar, 1943a; Lacey & Cole, 1993; Binney & Tremaine, 2008]:

tdf =
fdfΘorb

ln Λ

Mhost

Msat

tdyn, (5.7)

whereMhost andMsat are the masses for the host and satellite haloes respectively, ln Λ is
the coulomb logarithm,Θorb is a function of the orbital energy and angular momentum
of the satellite,fdf is an adjustable parameter of order unity andtdyn is the halo dynam-
ical time scale calculated at the virial radius. Equation (5.7) is valid only in the limit
of small satellite mass in an infinite, isotropic and homogeneous collisionless medium.
Still, it has been used in the literature even for large satellite masses by modifying the
Coulomb logarithm. In recent years, deviations from predictions by equation (5.7) have
been reported in both theMsat ≪ Mhost andMsat . Mhost regimes [Taffoni et al., 2003;
Monaco, Fontanot & Taffoni, 2007; Boylan-Kolchin, Ma & Quataert, 2008; Jiang et al.,
2008; Wetzel, Cohn & White, 2009].

To correct the problems associated with Chandrasekhar’s formula, several groups
have developed full dynamical models of evolution of merging haloes [Taylor & Babul,
2001; Gnedin, 2003; Taffoni et al., 2003; Zentner et al., 2005]. For example, one of the
approaches to overcome the limits of Chandrasekhar’s formula is the theory of linear
response (TLR; Colpi, Mayer & Governato 1999). TLR captures the backreaction of the

2In this chapter,M0 always denotes the halo mass at redshiftz = 0. We also refer to the average
mass of such haloes at other redshifts, by e. g.Mz=4 andMz=6. A halo withM0 = 1012 M⊙ will have
Mz=6 = 2 × 1010 M⊙. A halo withM0 = 1014 M⊙ will haveMz=6 = 5 × 1011 M⊙. A cluster-size
halo, with massM0 = 1015 M⊙ will haveMz=6 = 5× 1012 M⊙ and is expected to hold a single galaxy
at that redshift.
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Figure 5.1: Halo major merger time scale (mass ratio> 0.3), according to equation
(5.6), for haloes with massM0 = 1012 M⊙ (blue solid line),1014 M⊙ (blue dashed line)
and1016 M⊙ (blue dot-dashed line). The Hubble time is shown by the solidred curve.
Major mergers are more frequent at higher redshifts. On average, Milky Way-sized
haloes are not expected to undergo a major merger forz . 1. Galaxy major merger
time scale is always longer than the subsequent dynamical friction time scale.
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stellar distribution to the intruding satellite by correlating the instantaneous drag force
on it with the drag force at an earlier time via the fluctuation-dissipation theorem. Tidal
stripping of a satellite halo is an important ingredient in this formulation. In a singular
isothermal sphere with 1D velocity dispersionσ and density profileρ(r) = σ2/[2πGr2],
TLR predicts a sinking time

tdf = 1.17
r2cirVcir

GMsat ln Λ
ǫα, (5.8)

whereǫ is the circularity (defined as the ratio between the angular momentum of the
current orbit relative to that of a circular orbit of equal energy), rcir andVcir are the
initial radius and velocity of the circular orbit with the same energy of the actual orbit,
andMS is the mass of the incoming satellite halo. Numerical simulations suggest a
value of0.4 − 0.5 for the exponentα [van den Bosch et al., 1999; Colpi, Mayer &
Governato, 1999; Volonteri, Haardt & Madau, 2003].

Given the limitations of analytical treatments, we turn to results of numerical sim-
ulations to understand the dynamical friction time scale. Using N-body simulations,
Boylan-Kolchin, Ma & Quataert [2008] give a fitting formula that accurately predicts
the time-scale for an extended satellite to sink from the virial radius of a host halo down
to the halo’s centre for a wide range of mass ratios and orbits(including a central bulge
in each galaxy changes the merging time scale by. 10 %). Their fitting formula is
given by

tdf
tdyn

= A
ξ−b

ln(1 + 1/ξ)
exp

[

c
j

jcir(E)

] [

rcir(E)

rvir

]d

, (5.9)

whereA = 0.216, b = 1.3, c = 1.9 andd = 1.0. Hereξ is the mass ratioMsat/Mhost,
j is the specific angular momentum of the satellite halo, andjcir is the specific angular
momentum of a circular orbit with the same energyE. This formula is expected to
be valid for 0.025 ≤ ξ ≤ 1.0, and for circularities0.3 ≤ η ≡ j/jcir(E) ≤ 1.0.
Most likely value of circularity in dark matter simulationsis η ≈ 0.5 [Benson, 2005;
Zentner et al., 2005; Khochfar & Burkert, 2006]. Lastly, it isvalid for range of orbital
energy−0.65 ≤ rcir(E)/rvir ≤ 1.0. This covers the peak value of distribution seen in
cosmological N-body simulations. We fixrcir(E)/rvir = 1.0 andη = 0.5, which are the
typical values found in simulations.

We can now obtain the instantaneous merger rate of galaxies by combining the halo
merger rate and dynamical friction time scale. We closely follow the method of Shen
[2009] and write

Bgal(M, ξ, z) = B[M, ξ, ze(z, ξ)]
dze
dz

, (5.10)

whereB(M, ξ, z) (per unit volume per unit mass per unit redshift per unit massratio)
is the instantaneous merger rate of halos with massM , progenitors with mass ratioξ at
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redshiftz, Bgal is the same quantity for galaxies. The redshiftze(z, ξ) is a function ofz
andξ, and is given implicitly by

t(z)− t(ze) = tmrg(ξ, ze), (5.11)

wheret(z) is the cosmic time at redshiftz. Shen [2009] finds thatdze/dz is almost
constant at all redshifts forξ = 0.1− 1 and can be approximated by

dze
dz

≈ 1 + 0.09[ξ1.3 ln(1 + 1/ξ)]−1, (5.12)

for the fitting formula in equation (5.9). We assume this formin our calculations. Once
we have calculatedBgal(M, ξ, z), we normalize it byn(M, z), the abundance of haloes
of massM at redshiftz. We use the Sheth-Tormen mass function [Sheth & Tormen,
1999] to calculaten(M, z). This gives us the galaxy merger rateper halo per unitξ per
unit redshift, which is the galaxy’s counterpart of equation (5.3), and which we denote
by dNgal/dz. The rate of mergers of galaxies is the rate at which new blackholes are
added to the host halo’s nucleus. Thus, the time scale of incoming black holes is

tin =

[

dNgal

dz

dz

dt

]−1

. (5.13)

The result is shown by the solid black line in Figure 5.2 for a mass ratio ofξ = 0.4 and
a halo that has mass of1012 M⊙ at z = 0.

5.2.2 Binary SMBH coalescence time scale

In order to find whether there is a generic possibility of formation of systems with
multiple SMBHs, we compare the time scale on which new black holes are added to the
galactic nucleus at a certain redshift with the coalescencetime scale of a binary SMBH
at that redshift.

As described above, the formation and coalescence of a blackhole binary is expected
to take place in three stages. We define the coalescence time as the time that the binary
spends in the second of these stages, that is the time from when the binary separation
is a = ah, defined in equation (5.1), up to when the separation isa = agr at which
point the binary enters the third stage of evolution, and gravitational waves become the
dominant mechanism of energy loss. For a hard binary, the dominant channel through
which energy is lost is three-body interactions in which stars passing in close proximity
to the binary are ejected at a much higher velocityvej = [GMtot/a]

1/2, whereMtot is
the total mass of the binary. The hardening time scale was quantified for a fixed stellar
distribution by Quinlan [1996], who found a time scale of

th(a) ≡
∣

∣

∣

a

ȧ

∣

∣

∣
=

σ

GρaH
, (5.14)
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Figure 5.2: A comparison between the feeding time scale of incoming black holestin
(black solid line; Eq. 5.13) and the time scale of black hole coalescencetcoal (black dot-
dashed line; Eq. 5.23), for a halo massM0 = 1012 M⊙ and considering only mergers
with a mass ratioξ = 0.4. The coalescence timetcoal has only a weak dependence on
redshift because its dependence onMbh andσ cancel out due to theMbh–σ relation.
This figure shows that at high redshift new black holes would arrive to the center of a
galaxy faster than they could merge via dynamical processes.
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wherea is the binary separation,ρ andσ are the density and one-dimensional velocity
dispersion of the stellar background, andH is a dimensional parameter whose value was
found from scattering experiments to be 16 for a hard, equal-mass binary. In practice,
however, the above expression forth is valid only during the initial stages of the binary’s
evolution. As the binary shrinks further, it ejects stellarmass from the central regions
and modifies the stellar densityρ that appears in equation (5.14). This feedback can
be quantified using a simple analytical model given by Merritt [2000], in which the
binary evolution is described by two coupled equations, thefirst describing the binary’s
hardening due to the presence of stars,

d

dt

(

1

a

)

= H
Gρ

σ
, (5.15)

and the second describing the change in stellar density due to ejection of mass by the
hard SMBH binary,

dMej

d ln(1/a)
= JMtot, (5.16)

whereMej is the ejected mass, andJ is another dimensionless parameter that was mea-
sured by Quinlan [1996] to be close to unity and nearly independent ofa.

By assuming a singular isothermal sphere profile for the stellar density and assuming
that the ejected stellar mass causes a constant-density core to form at the center of this
profile, Merritt [2000] finds that evolution of the binary separation can be described as

t− tinit
t0

=
ah
a

[

ln2
(ah
a

)

− 2 ln
(ah
a

)

+ 2

(

1− a

ah

)]

, (5.17)

whereah is as defined in Equation (5.1),a(tinit) = ah, andt0 is given by

t0 =
9πJ2

H

(

Mtot

2m2

)(

GMtot

σ3

)

. (5.18)

This result is found to closely match with the evolution observed in N-body simulations.
On the other hand, the timescale for emission of gravitational waves is given by

tgr =
5

256

c5a4

G3m1m2Mtot

. (5.19)

As a result, the binary will continue to harden only up to the time when hardening time
th = tgr, after which it will coalesce rapidly due to gravitational wave emission. Using
equation (5.17), it can be shown that this occurs whena = agr where [Merritt, 2000],

agr
ah

≈ A| lnA|0.4, (5.20)
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and

A = 9.85

(

m1

m2

)0.2 (
Mtot

2m2

)0.4
(σ

c

)

. (5.21)

Herem1 andm2 are masses of the components of the SMBH binary. Finally, we can
again use equation (5.17) to calculate the time it takes for the binary to shrink from
a = ah to a = agr [Merritt, 2000]:

tcoal ≈ 8t0A
−1| lnA|8/5, (5.22)

which can be simplified as

tcoal ≈ 1.4× 1010yr

(

m2

m1

)0.2 (
Mtot

2m2

)0.6 (
Mtot

109M⊙

)(

σ

200km/s

)−4

. (5.23)

Clearly, there is a possibility for the formation of multiple-SMBH system iftin <
tcoal. These two time scales are compared in Figure 5.2 for a halo that has a mass of
M0 = 1012 M⊙ at z = 0. For simplicity, we have fixed the mass ratio of merging
haloes to beξ = 0.4. At each redshift, we calculatetin from equation (5.13). In order to
estimatetcoal at a given redshift using equation (5.23), we first infer the mass of the halo
at that redshift from the fitting function for the halo’s assembly history from equation
(5.5). We then assume that a galaxy belonging to a satellite halo with mass ratioξ has
merged with this host halo at this redshift.

In order to estimate the mass of black holes in the nuclei of these galaxies, we follow
the approach of Hoffman & Loeb [2007] in employing theMbh–σ relation. The virial
velocity (defined as the circular velocity at virial radius)for a halo of massM at redshift
z is given by

vvir = 23.4

(

M

108h−1M⊙

)1/3 [
Ωm

Ωz
m

∆c

18π2

]1/6 (
1 + z

10

)1/2

km/s, (5.24)

where

Ωz
m =

Ωm(1 + z)3

Ωm(1 + z)3 + ΩΛ + Ωk(1 + z)2
, (5.25)

and∆c is the overdensity of the halo relative to the critical density, given for theΛCDM
cosmology by

∆c = 18π2 + 82d− 39d2, (5.26)

whered = Ωz
m − 1 [Barkana & Loeb, 2001]. Further, we equate the halo virial velocity

with the circular velocityvc of its constituent spheroid and obtain the velocity dispersion
of the spheroid using the relation [Ferrarese, 2002]

vc ≈ 314

[

σ

208km/s

]0.84

km/s. (5.27)
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This combined with theMbh–σ relation [Tremaine et al., 2002]

σ

208km/s
≈ Mbh

1.56× 108M⊙

1/4.02

, (5.28)

gives
(

Mhalo

1012M⊙

)

= 8.28

(

Mbh

108M⊙

)[

Ωm

Ωz
m

∆c

18π2

]−1/2

(1 + z)−3/2. (5.29)

We obtain the black hole masses in the host and the satellite haloes using equation
(5.29) and use the spheroid velocity dispersion from equation (5.27) to estimate the
coalescence time from equation (5.23). The result is shown by the dashed line in Figure
5.2.

At high redshift, early on in the assembly history of a halo, the galaxy merger rate
is higher than the SMBH binary coalescence rate and systems with multiple SMBHs
can form. Note that the time scaletcoal obtained above will change if effect of loss-
cone replenishment and gas are taken into account. However,Yu [2002] finds that in
realistic spheroidal galaxies, even loss-cone replenishment is insufficient to cause early
coalescence.

5.3 Evolution of multiple SMBHs

We have described the literature on systems with more than two SMBHs in§5.1. If
the infalling SMBH is less massive than either of the components of a pre-existing
binary then we expect the ultimate outcome to be ejection of the smaller SMBH and
recoil of the binary. Hoffman & Loeb [2007] studied the statistics of close triple SMBH
encounters in galactic nuclei by computing a series of three-body orbits with physically
motivated initial conditions appropriate for giant elliptical galaxies. Their simulations
included a smooth background potential consisting of a stellar bulge and a dark matter
halo, and also accounted for the effect of dynamical friction due to stars and dark matter.
They found that in most cases the intruder helped the binary SMBH to coalesce via the
Kozai-Lidov mechanism and by scattering stars into the binary’s loss cone. In this case,
the intruder itself was left wandering in the galactic halo,or even kicked out of the
galaxy altogether. It was also found that escape of all threeblack holes is exceedingly
rare.

Dynamical evolution of multiple massive black holes in globular clusters has re-
ceived much attention [Kulkarni, Hut & McMillan, 1993; Sigurdsson & Hernquist,
1993]. From these studies, it is expected that systems with more than two SMBHs
will last for about a crossing time.
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Figure 5.3: An example merger tree form the Millennium simulation of a halo that has
a mass ofM0 ∼ 1012 M⊙. This plot shows major mergers (mass ratio> 0.1) in all
branches of the halo’s merger tree.

5.4 Simulations

In order to accurately calculate the formation and evolution of galactic nuclei with mul-
tiple black holes, we perform direct-summation N-body simulations of galactic nuclei
merging in a cosmological context. This essentially involves generating physically con-
sistent initial conditions for galactic nuclei with SMBHs athigh redshift and evolving
them while taking into account the mergers of such nuclei andthe resultant close inter-
action of their SMBHs.

We obtain merger histories of galactic nuclei by extractingmerger trees of gravi-
tationally bound subhaloes from the Millennium SimulationDatabase3, which stores
results of the Millennium Simulation [Springel et al., 2005]. The Millennium Simu-
lation is a pure dark matter simulation with aΛCDM model with21603 particles in a
periodic cube500 h−1Mpc on a side. This corresponds to a particle mass of8.6 × 108

h−1 M⊙. The output of this simulation is stored in64 snapshots betweenz = 127 and
z = 0. Particles in each snapshot are grouped into friends-of-friends (FOF) clusters that

3http://www.mpa-garching.mpg.de/millennium/
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Simulation Mass of halo atz = 0 (M⊙) Max. BH no. SMBH Coalescences SMBH Escapes
L1 1.21× 1014 4 7 2
L2 1.31× 1014 2 1 1
L3 1.31× 1014 2 3 2
L4 1.24× 1014 2 5 5
L5 1.28× 1014 5 8 4
L6 1.31× 1014 6 6 0
L7 1.23× 1014 3 2 0
L8 1.31× 1014 2 3 1

Table 5.1: Summary of simulations and results for haloes that have a mass ofM0 ∼ 1014 M⊙. The maximum BH number
denotes the number of black holes in the biggest BH group foundin a simulation. The last two columns show number of
BH coalescences and escapes in the simulation. A halo withM0 = 1014 M⊙ has average massMz=6 = 5× 1011 M⊙.
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Simulation Mass of halo atz = 0 (M⊙) Max. BH no. SMBH Coalescences SMBH Escapes
H1 1.25× 1015 6 4 3

1.65× 1015 2 1 1
1.81× 1015 3 2 0
1.24× 1015 5 6 3
1.37× 1015 3 7 1
1.40× 1015 4 3 0
1.41× 1015 6 9 1
1.45× 1015 3 4 1
1.46× 1015 2 2 0
1.48× 1015 4 7 1
1.54× 1015 2 1 1
1.59× 1015 5 10 1
1.66× 1015 8 15 4
1.71× 1015 4 3 0
1.81× 1015 4 20 7
1.86× 1015 3 7 4
4.04× 1015 8 11 2

Table 5.2: Summary of simulation runs with haloes that have massM0 & 1015 M⊙ at z = 0. Various columns are same as
Table 5.1. A halo withM0 = 1015 M⊙ has average massMz=6 = 5× 1012 M⊙.
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Figure 5.4: Evolution of a single SMBH in our simulations. Theleft hand panel shows
evolution of thex-component of the position of a9.95 × 105 M⊙ back hole near the
centre of a Hernquist bulge of mass5.41 × 107 M⊙ and scale length of0.2 kpc. The
particle mass is5.411× 103 M⊙. The secular motion is due to that of the cusp.



124

Figure 5.5: Evolution of a binary SMBH in our simulations. Theright hand panel shows
evolution of the separation between SMBHs in a binary with initial separation2 kpc and
eccentricity0.5. The black hole masses were8.65×104 M⊙ and the binary evolved near
the center of a Hernquist halo with mass5.41 × 107 M⊙ and scale length of10.0 kpc.
The particle mass is5.411× 103 M⊙.
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are expected to correspond to virialised structures. Each FOF halo contains substructure
of gravitationally bound subhaloes that can be related to each other across snapshots as
progenitors and descendants. Because a halo can contain multiple galaxies, we expect
the subhalo merger tree to reflect the merger history of the galaxies within a halo. Since
our goal in this chapter is to understand formation and evolution of systems of multi-
ple black holes due to the hierarchical merger history of a galaxy, we extract subhalo
merger trees from the Millennium Simulation Database. Eachsuch merger tree typically
shows growth of a subhalo via accretion of dark matter particles and via mergers. We
process these merger trees to keep only major mergers, whichwe define to be mergers
having mass ratio larger than0.1. To identify the mass ratio of two subhaloes, we use
the masses of the distinct FOF haloes that these subhaloes were a part of before the
FOF haloes merged. This is to account for the mass loss of the satellite subhalo due
to tidal stripping after it enters the FOF group of the host subhalo, but before the even-
tual merger of the two subhaloes. (See discussion in§5 of Bundy, Treu & Ellis 2007.)
Figure 5.4 shows the resultant merger history of a Milky Way sized halo. The main
reason behind removing minor mergers from our calculation is that for such mergers
the dynamical friction time taken by the satellite halo to reach the center of the host
halo is longer than the Hubble time. As a result, in such mergers, we do not expect
the constituent galactic nuclei of these haloes to interactclosely. Since, as we describe
below, we model only the spheroidal galactic nuclei in our simulations, we only need
to account for mergers in which such nuclei will closely interact. This approach is
very similar to that used by Li et al. [2007a], with the main difference being our use of
direct-summation N-body simulations instead of SPH simulations.

Once we have a galaxy merger tree, we set up the initial conditions of our simulation
in the “leaves” of the tree, that is, in haloes that do not havea progenitor, and follow the
evolution using an N-body calculation. The initial conditions of our simulation consist
of a stellar spheroid with a Hernquist density profile,

ρ(r) =
M

2π

a

r(r + a)3
, (5.30)

whereM is the total mass of the spheroid and the scale lengtha is related to the half
mass radiusr1/2 of the spheroid bya = 0.414r1/2. Values for the parametersM and
a were obtained from the halo mass as follows [Hoffman & Loeb, 2007]. We first
obtain the black hole massMbh from the halo massMhalo using Equation (5.29). We
then use the empirical relation between the SMBH mass and the spheroid’s virial mass
[Magorrian et al., 1998; Marconi & Hunt, 2003; Peng et al., 2006] to obtain the latter as

Msph = 4.06× 1010M⊙

[

Mbh

108M⊙

]1.04

. (5.31)

The virial mass of the spheroid is related to its velocity dispersionσe and half light
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radiusRe by

Msph =
kReσ

2
e

G
. (5.32)

We follow Marconi & Hunt [2003] and setk = 3 to get an average ratio of unity between
this mass estimate and the dynamically measured masses of galaxies. The velocity
dispersion in the above equation is usually measured over either a circular aperture
of radiusRe/8 or a linear aperture of lengthRe. These two methods are in essential
agreement, as argued by Tremaine et al. [2002]. Assuming a constant mass-to-light
ratio for the Hernquist profile, we haveRe = 1.815a and the velocity dispersion at
radiusRe/8 is given by

σ2
e =

0.104GM

a
. (5.33)

This lets us obtain the value of the parameterM of the Hernquist profile asM =
1.765Msph. The scale lengtha is readily obtained as

a =
GMsph

3κ1σ2
bh

, (5.34)

whereσbh is obtained using theM − σ relation of equation (5.28). Having obtained
a density profile for the bulge, we place a black hole at its center and set the black
hole mass to be ten times that obtained from equation (5.29).This factor of ten is
introduced to keep the ratio between the black hole mass and the particle mass high
enough [Milosavljevíc & Merritt, 2001; Makino & Ebisuzaki, 1996]. We confirm that
the radius of influencerinf = Gmbh/σ

2 of this black hole is still much smaller than
a. Velocities of the stars in the spheroid are then generated from the unique, isotropic
velocity distribution that corresponds to the gravitational potential of the density profile
in Equation (5.30) and the SMBH [Tremaine et al., 2002]. Theseinitial conditions are
then scaled to standard N-body units ofG = 1, M = 1 andE = −0.25, whereM is the
total mass of the system andE is its total energy [Heggie & Mathieu, 1986; Aarseth,
2003]. In these units, in virial equilibrium, the mean square velocity〈v2〉 = 1/2 and
the system’s crossing time istcr = 2

√
2, independent of the number of particles. The

conversion factors from physical units to these N-body units can be easily obtained via
dimensional analysis.

Note that we ignore presence of gas in this set-up. Simulations of binary BHs in
gaseous environment have not reached sufficient resolutionto establish the role played
by gas in evolution of SMBHs in galactic nuclei [Merritt & Milosavljevíc, 2005; Colpi
& Dotti, 2009]. Moreover, we expect that at high redshifts, quasar activity triggered by
galaxy mergers could efficiently drive gas away from the shallow potential wells of the
galaxies.

To investigate the actual dynamical evolution of this system, we use the direct-
summation code NBODY6 written by Sverre Aarseth [Aarseth, 1999, 2003]. This code
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has been well-tested for various applications since around1992. Its purpose is to per-
form an exact integration, without particle softening, of alarge number of particles.
It integrates equations of motion of individual particles using a fourth-order Hermite
method with block time steps [Makino & Aarseth, 1992]. This integrator is coupled
with the Ahmed-Cohen neighbour scheme [Ahmad & Cohen, 1973], which selects a
subset of neighbours of a particle whose forces on it are calculated at a higher time
resolution that other, more distant, particles. This scheme reduces the computational
cost fromO(N2) to aboutO(N1.6). Close two-body encounters are treated using the
Kustaanheimo-Stiefel (KS) regularization method that eliminates ther = 0 singular-
ity in Newtonian gravity by using a coordinate transformation. Triples, quadruples and
compact subsystems of up to six particles (called “chains”)are treated using the chain
regularization method [Mikkola & Aarseth, 1990]. Details of the various algorithms
in this code and their implementation are given by Aarseth [2003]. In all simulations
reported in this chapter, the time-step parameter for irregular force polynomial,ηI , and
the time-step parameter for regular force polynomial,ηR are set to 0.02. The energy
tolerance is set toQE = 4 × 10−5 and the regularized time-step parameter is set to
ηU = 0.2.

We check the stability of our initial conditions by evolvingstandalone realizations
of the Hernquist bulge with a central BH and then traverse the merger tree of a given
halo using NBODY6, starting from the initial conditions as described above. We scale
the physical time between two successive nodes of the tree toN-body units and run
NBODY6 for that duration. If a merger happens at a certain node, we place the two
galactic nuclei at a distance of 2 kpc apart and evolve in an head-on approach. Although
such head-on mergers would be unlikely, we choose it to reduce the computational time
while still retaining some realism. When two galaxies, that are in equilibrium sepa-
rately, merge we expect some transient response in the resulting dynamics. However,
as discussed by Milosavljević & Merritt [2001], any such effects in the dynamics of the
central regions of the merger remnant of these galaxies are essentially negligible.

Under these conditions, the component black holes approachafter a merger event
and the remnant galactic nucleus is left with two black holes, which gradually harden
due to dynamical friction and three-body interactions withstars in their vicinity. Black
hole coalescence is implemented in our simulation by monitoring the separation of hard
black hole binaries. Once members of a SMBH binary get closer than a fixed distance
dcrit, we replace them with a single black hole with mass equal to the sum of the masses
of component black holes. In all the runs reported in this chapter, we setdcrit = 0.1
pc. Note that this is the only mechanism in which black holes grow in our simulations.
Thus, the initial SMBH masses are set according to theM − σ relation, but the later
growth of these SMBHs occurs only via coalescence.

Recoil due to anisotropic emission of gravitational waves isa natural consequence
of asymmetric merger of black holes, either due to unequal masses or due to unequal
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spins [Peres, 1962; Bekenstein, 1973]. Until recently, it was unclear whether this recoil
is large enough to be astrophysically relevant. However, recent results from numerical
relativity have revealed the resultant kick velocities in avariety of merger configurations
[Pretorius, 2005; Baker et al., 2006a]. When the black hole spins are aligned with each
other and with the orbital spin, these simulations find recoil velocity of vrecoil . 200
km s−1 [Baker et al., 2006b; González et al., 2007; Herrmann et al., 2007; Lousto &
Zlochower, 2009]. In the absence of spins, this recoil velocity is only a function of
the ratio of black hole masses. For random orientations of spins, recoil velocities as
high as 2000 km s−1 have been obtained [Campanelli et al., 2007a,b]. Bogdanović,
Reynolds & Miller [2007] argue that a circumbinary gas disk can align the binary spins
with the orbital axis thereby reducingvrecoil to about 200 km s−1. In our simulations
we assume a constant kick velocity of200 km s−1, which we impart to the remnant of
every unequal-mass binary SMBH coalescence.

We follow the approach of Makino & Aarseth [1992] and keep theparticle number
fixed atN = 104 throughout the simulation. Thus, at every merger, we combine par-
ticles in each merging galactic nucleus and double the particle mass. This lets us keep
the particle number high throughout the merger tree of the halo. The ratio of black hole
mass to the stellar mass is typically a few hundred, which is also roughly the ratio of
the spheroid’s total mass to the black hole’s mass. These values are comparable to other
simulations of this kind [Makino & Ebisuzaki, 1996; Milosavljević & Merritt, 2001].

In summary, the unique features of our simulations are:(i) kinematically consistent
initial conditions with black holes;(ii) calculation of mergers of galactic nuclei in a cos-
mological setting using merger trees extracted from cosmological N-body simulations;
(iii) calculation of merger of galactic nuclei resulting in a formation of SMBH binaries
starting from the results of each nucleus having evolved in isolation; and(iv) accurate
calculation of SMBH-star and SMBH-SMBH dynamics throughout the assembly his-
tory of a galactic nucleus and its constituent SMBH with the effect of gravitational wave
recoil taken into account.

5.5 Results

We perform some basic checks on our code, such as ensuring energy conservation and
stable evolution of equilibrium systems. In all of our runs,the relative error in the total
energy is maintained at|∆E/E| < 4 × 10−5. The treatment of BH-BH and BH-star
interaction is handled by the originalNBODY6 code, and is expected to be accurate.
One caveat here is that the neighbour criterion inNBODY6 for regularization of close
particles is based on inter-particle distance. As a result,while evolving a set of particles
in the vicinity of a massive BH, the code either selects a largenumber of particles for
chain regularization, or selects every close pair of particles for two-body regularization.
This usually slows down the code. Indeed, in three of our runsthe code run time ex-
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Figure 5.6: Number of black holes as a function of redshift ina simulation withM0 =
1.29× 1014 M⊙.

ceeded practical constraints because of this effect. Thesethree runs are excluded from
the results presented below.

5.5.1 Dynamics of single and binary SMBHs

In a stellar environment, a single SMBH exhibits a random fluctuating motion arising
due to discrete interactions with individual stars. As a result, the effect of the stellar
environment on the SMBH can be decomposed into two distinct components: (1) a
smooth component arising due to the large scale distribution of the whole system, and
(2) a stochastic fluctuating part coming from the interaction with individual stars [Chat-
terjee, Hernquist & Loeb, 2002]. This random motion is illustrated in the left hand panel
of Figure 5.4, which shows evolution of thex-component of the position of a9.95×105

M⊙ back hole near the centre of a Hernquist bulge of mass5.41 × 107 M⊙ and scale
length of0.2 kpc. The particle mass is5.411× 103 M⊙. As expected, the SMBH wan-
ders around due to stochastic interactions with the stars inits vicinity. The mean square
amplitude of these fluctuations is expected to be [Chatterjee, Hernquist & Loeb, 2002;
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Figure 5.7: Histograms of ejection velocities of BHs. Left: Velocities of ejected black
holes in all of our high mass runs. Note that this does not include ejected black holes
with the highest velocities (> 2000 km s−1). Right: number of ejections as a function
of redshift in our high mass runs.

Milosavljević & Merritt, 2003a]

〈x2〉 ≈ m∗

mBH

r2core, (5.35)

wherercore is the radius within which the stellar distribution flattensout. The Hernquist
distribution that we have used here does not have a well-defined core, since the density
keeps rising asr−1 near the origin. Milosavljević & Merritt [2003a] argue that the
effective core radius for such distribution can be taken as the radius of influence of the
black hole. The resultant mean square value of fluctuations is somewhat smaller that
that for Figure 5.4 by roughly a factor of 2 as is known to happen in N-body simulations
[Quinlan & Hernquist, 1997; Milosavljević & Merritt, 2003a].

As described above, the evolution of a binary black hole in a gas-poor galaxy takes
place in three stages. Right hand panel of Figure 5.4 shows evolution of the separation
between SMBHs in a binary with initial separation2 kpc and eccentricity0.5 in our
code. The black hole masses were8.65×104 M⊙ and the binary evolved near the center
of a Hernquist halo with mass5.41× 107 M⊙ and scale length of10.0 kpc. The particle
mass is5.411× 103 M⊙. In the first stage of evolution, the SMBHs sink to the centre of
the galactic nucleus by losing energy via dynamical friction and become bound to each
other. This stage ends when the separation between the SMBHs is equal to the radius
of influence of the binary [Merritt & Milosavljevíc, 2005]. In the second evolutionary
stage, the binary loses energy predominantly ejection of nearby stars via three-body
interaction. The binary loses energy rapidly in this stage,which continues untilt ≈ 200
Myr for the case depicted in Figure 5.4. The final stage of the SMBH binary evolution



131

Figure 5.8: Escape velocities from the bulges of haloes in our three categories of
present-day masses of haloes. Solid line:M0 ≈ 1012 M⊙, Dashed line:M0 ≈ 1014

M⊙, Dot-dashed line:M0 & 1015 M⊙. Note that these are average values computed
from the fitting functions to the Millennium simulation. Therefore, case by case com-
parison with our runs is not straightforward.

begins when the rapid hardening of the second stage stops. This happens when the
binary semi-major axis takes the value given by Equation (5.1). The binary semi-major
axis is related to the separationr by

1

a
=

2

r
− v2

µ
, (5.36)

wherev is the relative velocity of the BHs andµ is the reduced mass [Makino & Funato,
2004; Berczik et al., 2006; Merritt, Mikkola & Szell, 2007; Khan, Just & Merritt, 2011].
In N -body simulations, the last stage is known to have a dependence on the number of
particlesN such that the hardening rate decreases with increasingN [Makino & Funato,
2004]. For real spherical galaxies, the binary separation would stop evolving after this
point because the loss cone is empty.
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Figure 5.9: Number of black holes as a function of redshift ina few of our simulation
runs.
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Figure 5.10: Projected stellar density contours in the presence of a binary in the simulation H5. Each panel is 400 pc on a
side. Clockwise from top left to bottom right, the redshifts are z = 10.073, 8.54, 7.27, 6.19, 5.28, and4.52. The total time
span is about 800 Myr. Core-SMBH oscillations are clearly visible.
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Figure 5.11: Projected stellar density contours in the presence of multiple BHs in the simulation H4. Each panel is 100 pc
on a side. The total time span, clockwise from top left to bottom right, is about 1 Gyr. Most BHs are stripped of their cusps
in nuclei with multiple BHs.
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Figure 5.12: The fraction of runs with multiple SMBHs at different redshift bins for haloes with a massM0 ∼ 1014M⊙ at
z = 0. The results of these runs are summarised in Table 5.1. The three panels from left to right describe the occurrence of
systems with more than 2, 3 and 4 black holes respectively. Ateach redshift, this number can be interpreted as the likelihood
of finding such systems in haloes of massM0 ∼ 1014M⊙ at z = 0. It is seen that systems with multiple SMBHs are rare at
redshiftz . 2. Note that a halo withM0 = 1014 M⊙ will haveMz=6 = 5× 1011 M⊙.



13
6

Figure 5.13: The fraction of runs with multiple SMBHs at different redshift bins for halo massesM0 & 1015M⊙ at z = 0.
The results of these runs are summarised in Table 5.2. The three panels from left to right describe the occurrence of systems
with more than 2, 3 and 4 black holes respectively. At each redshift, this number can be interpreted as the likelihood of
finding such systems in haloes of massM0 & 1015M⊙ at z = 0. It is seen that systems with multiple SMBHs are rare at
redshiftz . 2. These results can be compared with those in figure 5.12. Nuclei with multiple SMBHs are more likely in
high mass haloes because of higher merger rate. Note that a halo with M0 = 1015 M⊙ will haveMz=6 ∼ 1012 M⊙.
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5.5.2 Evolution of nuclei with multiple SMBHs

We now run the simulation along merger trees of haloes drawn from the Millennium
simulation as described in Section 5.4. These simulations are described in Tables 5.1
and 5.2. We randomly select 8 haloes with massM0 around1014 M⊙ at z = 0. These
correspond to the typical haloes (M ≈ M∗) in the present epoch. We also randomly
select 17 haloes whose present-day massM0 is in excess of1015 M⊙. These are rare,
high mass haloes that are expected to host the redshift 6 SDSSquasars [Li et al., 2007a].
Additionally, we have also simulated 11 haloes with present-day mass similar to the
Milky Way halo (M0 ∼ 1012 M⊙).Using the prescriptions described in the previous
section, and using the N-body integrator, these simulations tell us about the effect of
multiple mergers of galactic nuclei with SMBHs.

Figure 5.6 shows results from a typical simulation run, for ahalo of mass1.29×1014

M⊙. We plot here the number of BHs in the bulge in the main branch ofthe galaxy’s
merger tree at various redshifts. It is seen that the centralbulge has more than one
SMBH for a wide redshift range (2 . z . 6; about2.5 Gyr). For3 . z . 5 (about
1 Gyr) the bulge holds more than 2 BHs. The maximum number of BHs interacting
within the bulge in this simulation is 6. Lastly, the number of BHs reduces to one
well beforez = 0 due to coalescences and ejections. Note that at the highest redshifts
(z & 6) there are no BHs in the central bulge. This is simply an artifact of the limited
numerical resolution of the Millennium simulation, because of which the halo merger
tree is not resolved at these redshifts. To ensure that this does not affect our results
for z . 6, we set up initial conditions atz ∼ 6 such that the BHs are on theM − σ
relation, and by using a Hernquist bulge with inner slope−1. In the absence of gas, the
systems with multiple SMBHs form generically, in high mass haloes with frequent of
major mergers. It is evident than such systems are usually short-lived and most often
these nuclei contain a single SMBH atz = 0. Most SMBHs escape into the halo, where
they join a population of wandering black holes or escape thehalo completely.

Similar results from a few other simulation runs for haloes with massM0 ∼ 1014

M⊙ at z = 0 are shown in Figure 5.9. Most of these runs have features similar to the
run described above. Multiple BH systems form generically and last for2 − 3 Gyr.
Importantly, most of these galaxies end up with a single SMBH in their central bulge.
This is in contrast with expectations from some simple arguments in earlier work [Hut
& Rees, 1992]. About 5% of galaxies in our simulations end up with no BHs in their
centres atz = 0. Tables 5.1 and 5.2 summarize these features of all our simulations.
The last columns of these tables show the cumulative number of BHs that were ejected
out of the galactic nucleus throughout the run either due to recoil associated with emis-
sion of gravitational waves or due to many-body interactionbetween the BHs. We find
that for most triple and quadruple SMBH systems in our calculation, gravitational wave
recoil is the dominant mechanism for SMBH escape. Many-body interaction between
SMBHs was the dominant cause only when the number of black holes was more than
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Figure 5.14: Evolution of density profile for simulations H3and H5 in N-body units.
The solid line is the original Hernquist profile with an innerlogarithmic slope ofγ ≈
−1. Dashed line shows the profile after one SMBH binary coalescence, dot-dashed line
after the second coalesence and the dotted line after the third coalescence. These plots
are shown in N-body units to scale out the doubling of the half-mass radius. See text for
details.

four. Consequently, for low-mass galaxies in which the number of BHs is small, almost
all escapes were because of gravitational wave recoil. Whereas in our low mass galaxy
simulations, larger number of coalescence usually resultsin large escapers, in the high
mass galaxy simulations, coalescence often does not lead toescape. In high mass galax-
ies, BH-BH interaction is the dominant mechanism behind escaping SMBHs. Figure 5.5
summarizes this. The right hand panel shows that most ejections happen at high red-
shifts. Typical ejection velocities are seen in the left hand panel. Ejection velocities are
spread out up to 200 km s−1, which is the GW recoil kick in our simulations. Note that
this plot does not show kicks with very high velocities, which we describe below.

With the prescription that we have adopted in this chapter, we find that SMBH co-
alescence happens in each one of our simulations. Tables 5.1and 5.2 give the number
of BH coalescences occurring in our simulations. Due to the limitation on the particle
number, our simulations implement BH coalescence by replacing a bound binary BH by
a single BH whose mass is equal to the total mass of the binary. As an example, Figure
5.10 shows the merger of two bulges beginning from initial conditions at redshift 6.7
in the run H5. In Figure 5.10, the hardening radius isah = 0.5 pc atth = 500 Myr.
We find the the BHs remain associated with their host cusps until cusp coalescence.
It is known that by increasing the effective mass of the BHs, this increases the rate of
coalescence of the BHs by as much as∼ 6 times compared to the dynamical friction
time scale. We also see the homology of density structure before and after the merger,
as reported previously in the literature [Milosavljević & Merritt, 2001]. However, one
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prominent difference from previous works is in the evolution of the density profile in
the later stages of the merger. In our simulations, each coalescence event is followed by
recoil of the remnant at 200 km s−1, which at high redshift, usually results in the escape
of the SMBH from the galaxy. At relatively low redshifts, the recoiled SMBH returns
to the nucleus in few hundreds Myr. Because of this recoil, theremnant BH is detached
from its cusp immediately. At the recoil speed implemented here, this happens at a
much smaller time scale that the local crossing time scale. As a result, the only effect of
the remnant on the cusp is due to subsequent core passages.

Usually, most coalescences are assumed to take place due to BHhardening via BH-
star encounters. In gas-free systems, this leads to the finalparsec problem. In our
simulations, we find that in high mass haloes, roughly half ofthe SMBH coalescences
are due to three-body scattering with intruder SMBHs. This isexpected, since in spite
of higher major merger rate, high mass galaxies in our model are still left with at most
two SMBHs atz = 0. The dominant mechanism of coalescence is then three body
interactions. Figure 5.9 shows an example of the evolution of a multiple BH system that
undergoes three coalescences due to BH-BH dynamics. We find violent oscillations of
the cusp-BH system as shown in Figure 5.10. This has significant impact on the density
distribution of the core, and also results in off-centre BHs,which slowly return to the
centre of the cusp due to dynamical friction.

About 10% of SMBH ejections in our simulations occur at very high speeds of
& 2000 km s−1. In haloes withM0 ≈ 1015 M⊙ these SMBHs will linger in the outskirts
of the halo for2− 10 Gyr as can be seen by comparing with the bulge escape speeds in
Figure 5.8. The SMBHs in the wandering phase that are introduced via this mechanism
have markedly different properties than the BHs introduced due to galaxies that have not
yet reached the host galaxy’s center so as to have a close encounter [Volonteri, Haardt
& Madau, 2003]. The main difference is that our ejected blackholes are much more
massive than those in the other category. Moreover, the velocity of ejected SMBHs
will typically be higher than black holes in the other category, which have already ex-
perienced significant dynamical friction. Three of the 30 BH ejections in our runs are
ejected binaries.

5.5.3 Likelihood of nuclei with multiple SMBHs at high redshift

From the results of our simulations, we can estimate the likelihood of galactic nuclei
with multiple black holes at high redshifts. The histogramsin Figures 5.12 and 5.13
show fraction of runs with multiple SMBHs at each redshift forhaloes with present-day
masses of∼ 1014 M⊙ and∼ 1015 M⊙, respectively. The three panels from left to right
describe the occurrence of systems with more than 2, 3 and 4 black holes respectively.
At each redshift, this number can be interpreted as the likelihood of occurrence of such
systems at that redshift.

Systems with more than 2 SMBHs are generically expected in thecentral galaxies
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of haloes withM0 & 1014 M⊙ at aroundz & 3. On the other hand, few galaxies
hold multiple black holes at redshiftsz . 2 because the galaxy merger rate is low at
these redshifts and the BHs have sufficient time to coalescence. This is consistent with
the expectation from our heuristic analysis of Section 5.2.In other words, multiple
black hole systems are numerous at around redshifts of 6, when there are many major
mergers in the system. Our numerical simulations show that such systems can exist in
sufficiently long-lived configurations of SMBHs separated onpc–kpc scale. Note that
these histograms show the likelihood of such systems to be zero at redshiftsz & 10.
However, this is simply because the Millennium simulation merger trees do not resolve
progenitors at these redshifts. As mentioned before, we have minimized the effect of
this shortcoming on our results by requiring that the SMBHs always follow theM − σ
relation initially.

High mass galaxies (M0 ≈ 1015 M⊙) are more likely to have multiple BHs in their
nuclei at higher redshift. About 60% of these galaxies have more than 2 BHs between
redshiftsz ≈ 2 and 10. This fraction is less than 40% for the low mass galaxies (M0 ≈
1014 M⊙) The likelihood of occurrence of more than 3 and 4 BHs is similar, about
30%, in the two categories of simulation. However, for the high mass galaxies this
likelihood is spread out over a wider range in redshift, again due to the higher rate of
major mergers.

It is extremely rare for Milky Way-sized galaxies (halo massM0 ≈ 1012 M⊙) to have
more than three SMBHs in their nuclei at any moment in their assembly history. Indeed,
in our simulations of these galaxies, only one run shows a triple BH system. The main
reason behind this is the smaller number of major mergers forthese galaxies. Moreover,
it is easier for SMBHs to escape the nuclei of predominantly small mass progenitors of
these galaxies.

5.5.4 Effects on the stellar distribution

Most bulges and early-type galaxies have a shallow cusp neartheir centre. The mass
distribution in this region can be described as a power lawρ ∝ r−γ. Most galaxies
have slope0.5 . γ . 2.0 [Ferrarese et al., 2006; Merritt & Szell, 2006]. We expect
the constituent SMBH in the bulge to affect the mass distribution within its radius of
influence. Only two galaxies, the Milky Way [Genzel et al., 2003] and M32 [Lauer
et al., 1998], have been resolved at these small distances. Both these galaxies have
γ ≈ 1.5 in their innermost regions.

It is commonly postulated that cores can form in elliptical galaxies and spiral bulges
due to mass ejection by a hard binary SMBH (e.g. Milosavljević & Merritt 2001). How-
ever, the mass ejected by a hard binary is of the order of the black hole mass. In other
words, the mass deficiencyMdef , which is the difference between the mass of the initial
and final density distribution in a region around the centre,is roughlyMbh, the total
mass of the SMBH binary. The possibility of enhanced mass deficit because of repeated
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Figure 5.15: Mass deficiency versus number of coalescences averaged over ten simula-
tion runs. The presence of multiple SMBHs generally leads to larger mass deficiency
compared to a single hard SMBH binary.
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core passages of recoiled black holes [Gualandris & Merritt, 2008] and due to repeated
mergers [Merritt, 2006] has been considered in the literature. Our simulations allow us
to understand the effect of both of these factors in additionto the mass deficit produced
by simultaneous presence of multiple SMBH in the galactic bulge.

Figure 5.5.2 shows the cusp evolution in two of our simulations, each of which
has four SMBHs and three coalescences. Density profiles aftereach coalescence is
shown. Strong core formation is clearly seen. We calculateMdef/Mbh for ten such
runs and show the average result in Figure. ClearlyMdef/Mbh is much larger when
multiple SMBHs are present. Values ofMdef/Mbh ≈ 5 have been observed in large
elliptical galaxies [Graham, 2004; Ferrarese et al., 2006;Hopkins & Hernquist, 2010].
Our model explains the occurrence of such systems. Since thestar-star relaxation time
in large elliptical galaxies in expected to be∼ 1010 yr, we can expect them to carry the
signature of core formation at high redshift due to multipleSMBHs. At lower redshift
our simulations are applicable to spiral bulges, which havea much lower relaxation time
scale (∼ 109 yr). Indeed in the runs where a single black hole is left forz . 2, we find
the formation of a Bahcall-Wolf cusp. This is consistent withthe observed structure of
the Milky Way bulge.

The above considerations regarding cores in galaxy luminosity profile are also ap-
plicable to dark matter cores. The ejection of dark matter particles by the black holes
will produce a core similar in size to the stellar core.

5.6 Observational Signatures

From the results of our simulations described above, we expect about 30% of the galax-
ies within haloes with a present-day mass ofM0 ≈ 1014 M⊙ to contain more than two
SMBHs at redshifts2 . z . 6. For more massive haloes withM0 & 1015 M⊙, this
fraction is almost 60%. However, since few such systems havebeen unambiguously
observed so far, we consider some observational signaturesthat would indicate their
existence4. Apart from their effect on the stellar mass distribution, multiple SMBH sys-
tems lead to an enhanced rate of tidal disruption of stars, modified gravitational wave
signals compared to isolated BH binaries, and slingshot ejection of SMBHs from galax-
ies at high speeds.

From the results of scattering experiments, Chen et al. [2009] found that the stel-
lar tidal disruption rates due to three-body interactions between a hard, unequal-mass
SMBH binary with fixed separation and a bound stellar cusp is higher by several orders

4Some systems with triple active galactic nuclei (AGNs) werereported so far. Examples are NGC
6166 and 7720 [Tonry, 1984] and SDSSJ1027+1749 [Liu, Shen & Strauss, 2011]. The first two objects
are cD galaxies atz ≈ 0.03 and the latter is atz ≈ 0.06. All three are kpc-scale triples. It is possible that
NGC 6166 is simply a superposition of a central cD galaxy and two low-luminosity elliptical galaxies
[Lauer et al., 1998].
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of magnitude than the corresponding rates for a single SMBH. In particular, they find
that the stellar tidal disruption rate is about 1 yr−1 for an isothermal stellar cusp with
σ = 100 km s−1 containing an SMBH binary of total mass107 M⊙. In comparison, the
corresponding rate for a single107 M⊙ black hole is about10−4 yr−1. The duration of
the tidal disruption phase is about105 yr. This enhancement in the tidal disruption is
due to the Kozai-Lidov effect and due to chaotic resonant scattering [Chen et al., 2011].
Tidal disruption of a star results in about half of the stellar mass being inserted in bound
elliptical orbits. When it falls back in the black hole, this mass gives rise to a bright
UV/X-ray emission (“tidal flare”) lasting for a few years. One such event may have
already been recently observed in the form of high-energy transients that can be mod-
eled as sudden accretion events onto an SMBH [Levan et al., 2011; Bloom et al., 2011;
Zauderer et al., 2011].

We expect similar enhancement in the rate of stellar tidal disruption in systems with
multiple black holes. Firstly, the presence of multiple SMBHs increases the combined
tidal disruption cross section of the black holes. (Although this will only enhance the
tidal disruption rate by a factor of a few.) Secondly, even before they closely interact, the
presence of a third SMBH affects the tidal disruption event rate onto an SMBH binary
by scattering stars into the binary’s loss cone at a rate thatincreases as inverse square
of its separation from the binary [Hoffman & Loeb, 2007]. Thirdly, as we saw above,
multiple SMBH systems are likely to contain recoiled black holes, which have been
kicked either due to anisotropic gravitational wave emission after coalescence, or due
to the gravitational slingshot. Sudden recoil promptly fills the loss cone of these black
holes. The resultant enhancement in the tidal disruption event rate can be substantial,
increasing it up to 0.1 yr−1 [Stone & Loeb, 2011]. Furthermore, if their recoil velocity
is not too high, these recoiled SMBHs oscillate around the stellar core with decreasing
amplitude due to dynamical friction. This motion results intheir repeated passages
through the stellar core, thereby increasing the stellar tidal disruption event rate.

Another observational signature of systems with multiple SMBHs is gravitational
waves (GWs). The GW emission from binary and triple SMBHs has been studied in
the literature [Wyithe & Loeb, 2003a; Sesana et al., 2004; Amaro-Seoane et al., 2010].
Space-based detectors like the Laser Interferometer SpaceAntenna (LISA) are expected
to be sensitive in the frequency range∼ 10−4–10−1 Hz. This corresponds to the inspiral
of SMBH systems with total mass∼ 104 − 1010 M⊙. Pulsar timing arrays (PTAs) like
the Parkes PTA [Manchester, 2008] and the European PTA [Janssen et al., 2008] and
ground-based detectors like the North American Nanohertz Observatory for Gravita-
tional Waves [Jenet et al., 2009] are sensitive to even lowerfrequencies of∼ 10−8–10−6

Hz.

Yunes, Coleman Miller & Thornburg [2011] studied modifications due to the pres-
ence of a secondary SMBH in the waveform of an extreme mass-ratio inspiral (EMRI)
of a stellar mass objects into an SMBH. They find that a106 M⊙ SMBH will produce
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detectable modifications if it is within a few tenths of a parsec from the EMRI system,
although this distance increases for higher mass SMBHs. In this chapter, we have quan-
tified the presence of such ‘massive perturbers.’ The resultant modifications to gravita-
tional waveforms will be a distinct signature of multiple-SMBH systems. Furthermore,
such systems often contain binaries that have phases of veryhigh eccentricities, created
via mechanisms like the Kozai-Lidov effect [Hoffman & Loeb,2007]. Such binaries
are expected to to emit intense bursts of high-frequency gravitational waves at the or-
bital periapsis [Amaro-Seoane et al., 2010]. As a result, sources that would normally
emit outside of the frequency windows of planned gravitational wave searches may be
shifted into observable range. For example, Amaro-Seoane et al. [2010] find that a few
to a hundred gravitational wave bursts could be produced at adetectable (1 ns) level
within the PTA frequency range if the fraction of SMBH triplets is≥ 0.1.

Presence of triple SMBHs also has important implications forgravitational wave
searches using matched-filtering by possibly requiring additional waveform templates
[Amaro-Seoane & Freitag, 2011].

Lastly, an observable signature of these systems will be thepresence of wandering
SMBHs in the large haloes [Hoffman & Loeb, 2007]. We have shownthat about 10%
of the SMBHs are ejected at velocities> 2000 km s−1 due to the slingshot mechanism.
This high-speed black holes will spend1 − 10 Gyr in the outskirts of the halo. How-
ever, it is not clear whether detecting this population of wandering black holes will be
possible.

5.7 Conclusions

In this chapter, we have addressed the formation of galacticnuclei with multiple SMBHs.
We performed accurate N-body simulations of mergers of galactic nuclei with SMBHs
in a cosmological setting. Our calculation uniquely incorporated cosmological merg-
ers of galaxies with an accurate treatment of dynamical interactions between SMBHs
and stars, which we achieved using the direct summation N-body code, NBODY6. The
need for such simulations has been recognized in the literature [Merritt & Milosavljević,
2005]. Our main conclusions are as follows:

• In the absence of gas, high mass galaxies (M0 & 1014 M⊙ at z = 0) are gener-
ically expected to have had multiple SMBHs in their nuclei during their assem-
bly history. Our simulations suggest that∼ 30% galaxies within haloes with a
present-day mass ofM0 ≈ 1014 M⊙ (Mz=6 ≈ 1011 M⊙) contain more than two
SMBHs at redshifts2 . z . 6. For more massive haloes, withM0 & 1015 M⊙

(Mz=6 ≈ 1012 M⊙), this fraction is almost 60%. This is in contrast to lower-mass
galaxies (M0 ≈ 1012 M⊙; Mz=6 ≈ 1010 M⊙), which rarely host more than two
SMBHs in their nuclei at any moment in their assembly history.
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• High mass galaxies as well as their low mass counterparts arerarely expected
to retain more than two SMBHs in their nuclei at the present epoch. SMBH
coalescence and ejection reduces the number of SMBHs on the time scale of a
Gyr. Furthermore, major mergers are rare at lower redshift.We also find that the
number of SMBHs in galactic nuclei is rarely reduced to zero atz = 0. Less than
5% of our high-mass runs resulted in such galaxies.

• SMBH coalescence is common at high redshifts. Subsequent recoil due to anisotropic
gravitational wave emission often results in escaping SMBHs. Some of these
SMBHs add to the wandering population of black holes in the galactic halo. In
a few cases, this process also results in galactic nuclei with no SMBH near their
centres. BH-BH interaction also leads to ejected SMBHs via the slingshot mech-
anism. While most of ejected SMBHs have velocities. 500 km s−1, about 10%
SMBHs are ejected at very high velocities exceeding 2000 km s−1. We also find
binary SMBH ejection in. 10% of the cases.

• Multiple SMBHs have a strong effect on the stellar distribution due to three-body
interactions and core passages. The resulting mass deficit is usually much larger
than that due to a single SMBH binary because of resonant BH-BH interactions
and GW recoil of the BH remnant. We observe long-term oscillations of the
BH-core system that could explain observations of offset AGNs. This has impli-
cations for recent observations by Civano et al. [2010] of az = 0.359 system that
potentially contains a recoiled BH.

• The presence of multiple SMBHs will have important effects onthe rate of tidal
disruption of stars in galactic nuclei due to enhanced tidaldisruption cross section,
scattering of stars by other BHs, prompt loss cone refilling due to GW recoil and
gravitational slingshot. Similarly, the presence of more than two BHs in a hierar-
chical triple is expected to leave a signature in the GW emission from the inner
binary. This signature could be observed with future GW observatories, such as
LISA. Finally, we also expect such systems to give rise to a distinct population of
wandering SMBHs that could travel in large haloes over long time scales of a few
Gyrs.

The presence of gas could alter the above picture to some extent. However, sim-
ulations of binary BHs in gaseous environment have not reached sufficient resolution
to confirm this. Moreover, we expect that at high redshifts, AGN activity triggered
by galaxy mergers could efficiently drive gas away from the shallow potential wells of
the galaxy. Our work can also be extended by calculating latestages of binary SMBH
evolution more consistently. New regularization techniques to do this are now avail-
able [Aarseth, 2003]. Furthermore, multiple SMBH systems can also form in additional
ways, for example by fragmentation of disks [Goodman & Tan, 2004]. However, these
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systems would evolve by migration [Kocsis, Yunes & Loeb, 2011] on a much shorter
time scale than considered here.





Chapter 6
Post-reionization cosmological HI
distribution in a hierarchical galaxy
formation model

In previous chapters, we studied the evolution of the neutral fraction of IGM at high
redshifts. We saw that the predictions of a model, in which the neutral fraction evolves
from unity at redshiftsz ∼ 20 to less than10−4 at z ∼ 6 due to the build-up of a
UV background sourced by galaxies, agree well with a varietyof observations. In this
chapter, we extend this study of neutral gas in the universe to post-reionization redshifts
(z < 6). At these redshifts, as we will discuss below, cold, neutral gas predominantly
resides in the ISM of galaxies. As the raw material for star formation, such gas—mainly
consisting of neutral hydrogen, molecular hydrogen, and helium—plays an important
role in the evolution of galaxies. Yet little is known about how much cold gas there is in
the universe at these redshifts and how it is distributed in haloes of different mass. These
are the two governing questions of this chapter. Thus, this study complements our work
on the average evolution of galaxies and IGM presented before by modelling properties
of galaxies, like their metallicity and luminosity, in moredetail, and by moving beyond
the global average to understand the spatial distribution of cold gas.

Our knowledge of the cold gas content of the local universe mainly comes from radio
observations from the rest-frame 21cm line corresponding to a hyperfine transition in the
Hydrogen atom. (We discussed properties of this transitionin Chapter 1.) Observations
of the 21cm line allows us to measure the density, temperature, and velocity dispersion
of HI along our line of sight. The HI Parkes All Sky Survey (HIPASS) attempts a
comprehensive census of HI in the local universe [Barnes et al., 2001; Zwaan et al.,
2003, 2005]. This survey revealed that the galaxy population seen in HI is essentially
the same as that seen in optical and infrared, but weighted towards gas-rich systems,
which are mainly late type [Zwaan et al., 2005]. It showed that the mass function of
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H I in the local universe (the number density of galaxies with a given H I mass per
unit comoving volume) can be described well by a Schechter function. Lastly, it also
constrained the cosmological density of HI in the local universe toΩHI ∼ 3.5×10−4h−1

75

(assuming a dimensionless Hubble parameterh75 = h/0.75 = 1). This is approximately
one-tenth the value of the cosmic stellar mass density atz = 0. Beyond these advances,
HIPASS is being extended to lower mass galaxies by the ALFALFA survey [Giovanelli
et al., 2005]. In their first results, the updated Shechter fitto the H I mass function
obtained by this survey was found to predict an order of magnitude more galaxies at
the high mass end than HIPASS. Also, their estimate ofΩHI is 16% larger than HIPASS
[Martin et al., 2010].

Nonetheless, these advances in observing HI are confined to the local universe
(z . 0.5). Detection of the 21cm line at higher redshifts requires too great a sensitivity
for reasonable observing time.1 As a result, we know little about HI at high redshifts. At
these redshifts, our main window on HI is the absorption of the Ly-α line by H I clouds
along the line of sight to distant quasars [e.g. Lanzetta et al., 1991, Wolfe et al., 1995,
Storrie-Lombardi, Irwin & McMahon, 1996, Ṕeroux et al., 2005, and Wolfe, Gawiser
& Prochaska, 2005]. These observations show that most of theneutral hydrogen at
higher redshifts resides in relatively rare damped Ly-α systems (DLAs). By making
a quantitative estimate of the total HI content in DLAs, they further indicate that at
1 ≤ z ≤ 5, the neutral hydrogen content of the universe is almost constant with a
density parameter ofΩHI ∼ 0.001. It has been proposed that the 21cm absorption of HI

illuminated by background sources will act as an unbiased probe of DLAs [Kanekar &
Briggs, 2004; Kanekar et al., 2009]. For example, a detectionof 21cm absorption and
molecular hydrogen absorption lines in the same DLA has beenmade [Srianand et al.,
2010]. However, the role of 21cm in detecting HI at high redshifts is decidedly limited.

However, this situation is expected to change dramaticallyover the next decade,
with the application of existing facilities like the Giant Metrewave Radio Telescope
[GMRT; Swarup, 1984] and the Ooty Radio Telescope [ORT; Prasad & Subrahmanya,
2011], and construction of newer ones such as the Murchison Widefield Array (MWA),
the Low Frequency Array [LOFAR], the Australian Square Kilometer Array Pathfinder
[ASKAP; Johnston et al., 2008], the South African Square Kilometer Array Pathfinder
[MeerKAT; Booth et al., 2009] and the Square Kilometer Array [SKA; Schilizzi, Dewd-
ney & Lazio 2008] itself. The GMRT can observe redshifted 21cm emission from a few
selected redshift windows whereas other instruments have continuous coverage over a
range of redshifts. Using ASKAP, the WALLABY survey will reach a median redshift
of z ∼ 0.05, compared withz ∼ 0.009 reached by HIPASS [Johnston et al., 2008]. The
SKA will have sufficient sensitivity and angular resolutionto map HI in galaxies up to

1Lah et al. [2009] have used a stacking technique to co-add signal from multiple optically-selected
galaxies to reachz = 0.34. See Zwaan [2000]; Chengalur, Braun & Wieringa [2001]; Lah et al. [2007];
Khandai et al. [2011].
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redshift ofz & 3 [Blake et al., 2004].

Clearly, results from these next generation HI surveys will have profound impact on
our understanding of galaxy formation and evolution. For this reason, it is important to
understand what the currently favoured galaxy formation models tell us about HI in the
high redshift universe. For example, these models can tell us howΩHI evolves. They
can also predict the HI mass function at different redshifts and in different environ-
ments. These predictions will potentially help us understand the physical significance
of observational data. They can also provide important input into the design of new
telescopes.

Modelling H I at high redshifts is difficult, and several approaches have been fol-
lowed. These fall into three categories: (1) empirical modelling, which relies upon
observations of HI, (2) numerical modelling, in which gas dynamical cosmological
simulations are used to model HI content of galaxies from first principles, and (3)
semi-analytic modelling, in which physically motivated analytic prescription are used
with results of numerical simulations of large scale structure to understand HI. De-
spite the lack of observational data, empirical modelling has made some progress by
making assumptions about the evolution of the HI mass function over a broad range of
redshifts [Abdalla & Rawlings, 2005; Abdalla, Blake & Rawlings, 2010]. This extrapo-
lation is constrained by the total HI density, which can be compared with observations
of DLAs. The empirical approach does not predict clusteringof H I sources. Numer-
ical modelling incorporating gas dynamics is computationally expensive and typically
restricted to small volumes. This makes it impossible to accurately follow the growth
of structure up toz = 0. The H I mass function obtained by these studies is in poor
agreement with HIPASS observations [Popping et al., 2009].Clustering predictions are
limited to scales smaller than a few Mpc. Of course, gas dynamic simulations still do
not have enough resolution to follow various processes involved in galaxy formation,
and themselves resort to semi-analytical rules to treat sub-resolution physics.

As a result, we are left with the possibility of using semi-analytic modelling of
galaxy formation, which is currently the most favoured route to making predictions for
H I [Baugh, 2006; Power, Baugh & Lacey, 2010; Kim et al., 2011]. This category of
models treats various astrophysical processes involved ingalaxy formation with the help
of simple but physically motivated prescriptions. At any given time, the amount of cold
gas in a galaxy is determined by the rates of various processes that deplete and replenish
it. These processes are implemented halo-by-halo on the results of gravity-only cosmo-
logical N-body simulations. The greatest advantage of thisapproach is its speed. These
calculations can cover haloes in a large cosmological volumes in a short time, thereby
allowing a detailed study of the parameter space. Baugh et al.[2004] first presented pre-
dictions for the mass function of cold gas in galaxies using one particular semi-analytic
model. They later compared their results with three other models, which differed from
their original models in the details of various physical prescriptions [Power, Baugh &
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Lacey, 2010]. Despite the differing prescriptions, the predictions of all these models
show generic features. For example, it is found that there issurprisingly little varia-
tion in the H I mass function in the post-reionization universe. As another example of
this class of models, Kim et al. [2011] studied the halo occupation distribution of HI

galaxies to find that satellite galaxies make little contribution to the abundance or clus-
tering of cold-gas-selected samples, and are far less important than they are in optically
selected samples.

In this chapter, we use a calibrated semi-analytic model of galaxy formation to study
the distribution of HI in the post-reionization universe. Several attempts have been
made in recent years to model the HI distribution in the post-reionization universe
[Scott & Rees, 1990; Subramanian & Padmanabhan, 1993; Kumar,Padmanabhan &
Subramanian, 1995; Bagla, Nath & Padmanabhan, 1997; Bharadwaj, Nath & Sethi,
2001; Bharadwaj & Sethi, 2001; Bagla & White, 2003; Bharadwaj & Srikant, 2004;
Bharadwaj & Ali, 2005; Loeb & Wyithe, 2008; Wyithe, Loeb & Geil, 2008; Pritchard
& Loeb, 2008; Wyithe & Brown, 2010; Bagla, Khandai & Datta, 2010]. We study
the relation between large scale HI distribution and galaxy formation by using semi-
analytic modelling.

6.1 Semi-analytic model for galaxy formation

In this section, we summarise our implementation of a semi-analytic model of galaxy
formation. Elements of this model were developed by White & Frenk [1991]; Kauff-
mann, White & Guiderdoni [1993]; Kauffmann et al. [1999]; Springel et al. [2001]; De
Lucia, Kauffmann & White [2004]; Croton et al. [2006]. See those papers for more
general information on semi-analytic techniques.

There are two main parts in the semi-analytic modelling of galaxy formation: (1)
the measurement of dark matter merging trees from a sequenceof outputs from dark
matter-only cosmological N-body simulations, and (2) the implementation of actual
semi-recipes for the physics of galaxy formation on top of these merger trees. We now
describe both of these in order.

6.1.1 N-body simulations

We use gravity-only simulations run with theTREEPM code [Bagla, 2002; Bagla &
Ray, 2003; Khandai & Bagla, 2009]. A set of four simulations with number of particles
N = 5123 were run. Details of these are given in Table 6.1.1. Parameters for cosmology
and the power spectrum of density fluctuations take values that best fit the WMAP 5-
yr data. These values areΩnr = 0.26, ΩΛ = 0.74, Ωbh

2 = 0.02273, ns = 0.96 and
σ8 = 0.79 [Komatsu et al., 2009].
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Figure 6.1: TheB-band luminosity function in our simulations is shown by theblack
solid line with square symbols. The red dashed curve is the best-fit Schechter function
to theB-band luminosity function from the 2dFGRS [Norberg et al., 2002].

Snapshot outputs, in which the positions and velocities of all particles is stored, are
drawn from these simulations at various redshifts. Table 6.1.1 lists the number of snap-
shots drawn from each simulation. For every simulation output, we compile a list of
virialised dark matter haloes using the friend-of-friends(FOF) algorithm [Davis et al.,
1985]. We adopt a linking length ofl = 0.2 times the mean inter-particle separation.
This procedure yields several catalogues of FOF haloes for each simulation, one cata-
logue per snapshot. Only haloes containing at least 15 particles are included in these
catalogues as these are shown to be stable. Thus the lowest luminosity galaxy in our
153.6 h−1Mpc simulation has mass∼ 1011 h−1M⊙. Since the Milky Way has a mass of
1012 h−1M⊙ in these models, the lowest bright galaxy is about tenth as bright. This is
comparable to the Large Magellanic Cloud, and similar to the resolution used by Kauff-
mann et al. [1999]. Mass resolution is much better for the other three simulations, as
shown in Table 6.1.1, but those simulations cannot be run up to z = 0 due to finite box
effects [Bagla & Prasad, 2006; Bagla, Prasad & Khandai, 2009].At z ≃ 0, we need
a simulation box withLbox ≥ 140 h−1 Mpc for the finite box size effects to be negli-
gible [Bagla & Ray, 2005; Bagla & Prasad, 2006]. The mass resolution, on the other
hand, decreases as the cube of simulation volume. Using different simulations to study
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the H I distribution at different redshifts lets us balance the requirements of high mass
resolution and a sufficiently large box.

Once the halo catalogues are ready, we relate haloes in each snapshot to their pro-
genitors in the previous snapshot and to their descendants in the subsequent snapshot.
At this stage, we choose to define a progenitor of a halo as simply a halo in the previous
snapshot that has contributed at least one particle to it. (We implement more stringent
criteria for progenitor-descendant relationship later, when we implement the galaxy for-
mation model.) Accretion of dark matter particles that do not originate in a halo, but are
obtained from the diffuse inter-halo medium is also measured. About 5% of our haloes
undergo fragmentation [Fakhouri & Ma, 2009], that is, have more than one descendants.
This is an artifact of the FOF algorithm; we ignore all such haloes from our analysis.

Along with the merger trees, this stage of modelling also involves computing a set
of physical quantities for each halo in the halo catalogues.We compute

• Index of thecentral particle of each halo, which is the most-bound particle in the
halo.

• The virial mass of the halo,Mvir, which is given by the number of particles in
each halo times the particle mass of the simulation.

• Thevirial radius of the halo,Rvir, which is given by(GMvir/100H
2)1/3.

• Thecircular velocity of the halo at virial radius, given byVc = (GMvir/Rvir)
1/2.

We will describe the use of this information in the next subsection. Note that we do
not include subhaloes in our analysis [Springel et al., 2001]. It is known that includ-
ing sub-haloes remarkably improves the luminosity function obtained from the semi-
analytic model. We will return to this point when we derive the galaxy luminosity
function from our model.

6.1.2 Galaxy formation

We now implement the semi-analytic model of galaxy formation, by supplementing the
catalogues of dark matter haloes with the notion of a galaxy population with physical
properties given by semi-analytic prescriptions. In this picture, each dark matter halo
contains exactly one ‘central galaxy,’ whose position is given by the central particle of
the halo. Apart from the central galaxy, a halo can also have one or more ‘satellite’
galaxies, where the positions of each one of them is given by one of the particles of
the halo. Satellite galaxies are galaxies that had been central galaxies themselves in the
past, but their haloes have merged at some previous time withthe larger halo that they
now reside in. Satellite galaxies orbit in their halo and areassumed to merge with the
central galaxy on a dynamical friction time-scale.
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Lbox Npart mpart zf nsnap

23.04 5123 6.7× 106 5.0 24
51.20 5123 7.0× 107 3.0 29
76.80 5123 2.3× 108 1.0 19
153.6 5123 7.5× 109 0.0 23

Table 6.1:ΛCDM N-body simulations used in this chapter. First and secondcolumns
list the size of the box (h−1Mpc) and the number of particles used. Third column gives
the mass resolution of the simulations (h−1M⊙). Fourth column gives the redshift at
which the simulation was terminated. Last column gives the number of snapshot outputs
drawn from each simulation for calculating properties of galaxies.

Figure 6.2: Tully-Fisher relation for galaxies in our calculation compared with observa-
tional result of Giovanelli et al. 1997.
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Thus, in any given output snapshot, we deal with a populationof central galaxies
and satellite galaxies, each attached to the position of a simulation particle. Starting at
the first output snapshot at high redshift, when the first haloes have formed, we initialize
the galaxy population with a set of central galaxies, one foreach halo, with stellar mass,
cold gas mass, and luminosity set to zero. The physical properties of these galaxies are
then evolved to the next output time, where we obtain a new galaxy population based
on a combination of semi-analytic prescriptions and the merging history of dark matter
haloes. Propagating this scheme forward in time, from output to output, we obtain the
galaxy population at the present time, and at all output times at higher redshift.

We now describe the prescriptions used in this evolution. Webegin by improving the
definition of the progenitor-descendent relationship usedin deriving the merger trees.
According to the improved criterion, a haloHB at redshiftzB is defined to be a pro-
genitor of a haloHA at redshiftzA < zB if (1) at least half of the particles ofHB are
contained inHA, and (2) the central particle ofHB is contained inHA. At low redshifts
(z . 5), this change typically reduces the number of haloes in merger trees by about
20%.

Next, beginning with the galaxy population at redshiftzB, we generate the galaxies
of the new population at redshiftzA based on the merging history of the haloes. Using
the halo catalogue at redshiftzB, we create an ‘initial’ population of galaxies at redshift
zA as follows:

• Each galaxy atzB is assigned to its new halo atzA.

• Each halo atzA selects as its central galaxy, the central galaxy of its mostmassive
progenitor. Central galaxies of other progenitors become satellite galaxies of the
new halo.

• If a halo has no progenitors, a new central galaxy is created at the position of its
most-bound particle.

Once this initial population of galaxies is created at redshift zA, the properties of these
galaxies are evolved for the time between the two snapshots according to our physical
prescriptions to obtain the ‘final population’ of galaxies at redshiftzA.

We model the following physical processes: (1) radiative cooling of hot gas on to
central galaxies, (2) transformation of cold gas into starsby star formation, (3) reheating
of cold gas, or its ejection out of the halo, by supernova feedback, (4) orbital decay of
satellite galaxies and their merging with central galaxies, (5) photometric evolution of
galaxies, and (6) evolution of the metallicity of stars and the ISM of galaxies. Our
prescriptions for these processes are essentially that developed by Kauffmann et al.
1999, Springel et al. 2001, De Lucia, Kauffmann & White 2004, and Croton et al. 2006.
The main features of these prescriptions are as follows.
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Gas cooling

Cooling of hot gas is modelled according to standard ideas presented in White & Frenk
[1991]. According to this model, each dark matter halo collapses with an amount of
baryons equal to the cosmic baryon-to-dark-matter ratio. (We take this to befb =
0.17 following WMAP 5-yr data.) These initial baryons are in the form of a diffuse
gas with primordial composition, to which metals are added only after star formation
has taken place. Upon entering the dark matter halo, the gas also shock heats to the
virial temperature of the halo. We assume that the hot gas within a dark matter halo is
distributed as an isothermal sphere with density profileρg(r) given by

ρg(r) =
mhot

4πRvirr2
. (6.1)

We can then define a local cooling time of the gas as the ratio ofits specific thermal
energy to the cooling rate per unit volume,

tcool(r) =
3

2

ρg(r)

µmp

kT

n2
e(r)Λ(t, Z)

. (6.2)

Herene(r) is the electron density,µmp is the mean particle mass andΛ(t, Z) is the
cooling rate. The cooling rate is also dependent on the gas metallicity. We model
this dependence using the collisional ionization cooling curves of Sutherland & Dopita
[1993]. At high temperatures bremsstrahlung cooling dominates, whereas at low tem-
peratures cooling due to metals is the biggest contributor.The effect of the metallicity
is thus to enhance cooling, thereby increasing star formation in galaxies. This effect is
especially dominant in low mass galaxies [De Lucia, Kauffmann & White, 2004]. The
virial temperature is given by

T = 35.9(Vc/km s−1)2 K. (6.3)

Cooling of hot gas in haloes, depends on the redshifts and on the depth of the halo
potential well. In low mass haloes at high redshift, the shocked gas cools rapidly and
settles onto a central object. On the other hand, in high masshaloes at low redshift,
gas spreads in the form of a quasi-static hot atmosphere thatextends to the halo virial
radius. We take this distinction into account by following Kauffmann et al. [1999] and
defining a cooling radiusrcool as the radius within which the cooling time is equal to
the halo dynamical time,Rvir/Vc. For small haloes at high redshifts, the cooling radius
is larger than the virial radius. For such systems, the hot gas never attains hydrostatic
equilibrium and cools rapidly on to the central object in a dynamical time. As a result,
we have,

Ṁcool(Vc, z) =
MhotVc

Rvir

. (6.4)
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Figure 6.3: Cosmic HI density at various epochs. Black squares show results from our
simulations, magenta squares are from the semi-analytic model of Duffy et al. [2011].
All round points are observations. Red points are from [Lah etal., 2009], blue points
are from Rao, Turnshek & Nestor [2006], orange points are from[Noterdaeme et al.,
2009], and the blue-cyan points are from [Prochaska & Wolfe,2009].

For high mass haloes at late times, the cooling radius is smaller than the halo virial
radius. In this case, the the hot atmosphere attains hydrostatic equilibrium and the
cooling flow can be described by the continuity equation

Ṁcool(Vc, z) = 4πρg(rcool)r
2
cool

drcool
dt

, (6.5)

which gives us

Ṁcool(Vc, z) = 0.5mhot
rcoolVvir

R2
vir

. (6.6)

Note that unlike previous models, we donot impose an ad hoc cutoff on cooling in our
model in high mass haloes. This has significance for the HI power spectrum we obtain
later in this chapter.
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Star formation

We use the prescription presented by De Lucia, Kauffmann & White [2004] as our
star formation recipe. In this prescription it is assumed that the star formation rate is
proportional to the amount of available cold gas.

Ṁ∗ = (1−R)αMcool/tdyn, (6.7)

whereMcool is the cold gas mass. The parameterα is the star formation efficiency. For
a central galaxy, dynamical timetdyn is given by

tdyn = 0.1Rvir/Vc. (6.8)

For a satellite galaxy, dynamical time value is fixed at that obtained when it was last a
central galaxy. Following De Lucia, Kauffmann & White [2004], we assume that

α = α0

(

Vvir

220kms−1

)n

, (6.9)

whereα0 andn are free parameters. We also assume that a fractionR of mass in stars
is immediately returned to the cold gas reservoir.

Reheating and feedback

Supernova explosions play an important role in the evolution of the ISM. The amount of
cold gas reheated by supernova explosions can be estimated using energy conservation
arguments. Our prescription for supernova feedback is as used by Croton et al. [2006].
We assume that the amount of cold gas reheated by supernovae is given by

∆mreheated = ǫgal∆m∗, (6.10)

where∆m∗ is the amount of stars formed in a finite time interval, andǫgal is a parameter
that we set equal to 3.5 [Martin, 1999]. The total energy released in this interval can be
approximated by

∆ESN = 0.5ǫhalo∆m∗V
2
SN, (6.11)

where0.5V 2
SN is the mean energy of the supernova ejecta per unit mass of stars formed

andǫhalo is a parameter that controls the efficiency with which this ejecta can heat cold
gas. We adoptV 2

SN = 630 km s−1 andǫhalo = 0.35. If the reheated gas is added to the
hot gas halo, then halo’s thermal energy changes by

∆Ehot = 0.5∆mreheatedV
2
vir. (6.12)

Thus the excess energy in the hot halo is

∆Eexcess = ∆ESN −∆Ehot. (6.13)
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Figure 6.4: Black solid curve shows the evolution of the cosmic star formation rate
density in our model. Data points are from a compilation of observations in Springel &
Hernquist [2003b].

When∆Eexcess > 0, we assume that some hot gas escapes the halo. The amount of hot
gas ejected is given by

∆mejected =
∆Eexcess

Ehot

mhot =

(

ǫhalo
V 2
SN

V 2
vir

− ǫgal

)

∆m∗, (6.14)

whereEhot = 0.5mhotV
2
vir is the total thermal energy of the hot gas. In this prescription,

all hot gas can be ejected for small haloes at high redshifts.On the other hand, for
large haloes, no hot gas is ejected. This treatment corresponds to the ‘ejection’ scheme
of Kauffmann et al. [1999]. We assume that ejected gas can be reincorporated in the
hot gas reservoir of a halo, if that halo grows by a factor of more than two between
snapshots.

Mergers

Mergers of galaxies are common in the hierarchical picture of galaxy formation. In our
model, we do not calculate the morphological evolution of galaxies. However, galaxy
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mergers still have an important effect on the properties of the central galaxies due to
effects like starbursts.

We treat merger of a satellite galaxy with a central galaxy byusing a dynamical
friction time scale suggested by the N-body studies of Navarro, Frenk & White [1995].
In this picture, satellite galaxies lose angular momentum and merge with central galaxies
due to dynamical friction. The corresponding time scale is given by

Tdf =
1

2

f(ǫ)

GC ln(Λ)

Vcr
2
c

Msat

(6.15)

wheremsat is the mass of a satellite orbiting at radiusrc in an isothermal halo of circular
velocity Vc. The circularity of the orbit (defined as the ratio between the angular mo-
mentum of the current orbit relative to that of a circular orbit of equal energy) is denoted
by ǫ andf(ǫ) = ǫ0.78 incorporates the effect of the orbital eccentricity of the satellite
on the dynamical friction time scale. Following Kauffmann et al. [1999], we always
setrc = Rvir. We also approximate the Coulomb logarithm asln Λ = 1 + mvir/msat.
We set the constantC to 0.43 and use the average value off(ǫ), which is0.5 [Lacey &
Cole, 1993].

When a small satellite galaxy merges with a large central galaxy, its stars, cold gas
and metals are simply added to the central galaxy. However, if the ratio of baryonic
massesmcentral/msat is greater than 0.3, we implement a starburst in which a fraction
eburst of cold gas in the merger remnant is instantaneously consumed. Following Croton
et al. [2006], we write this fraction as

eburst = βburst(msat/mcentral)
αburst , (6.16)

where the parametersαburst andβburst take values of 0.7 and 0.56 respectively [Somerville,
Primack & Faber, 2001; Cox et al., 2004].

Spectrophotometric evolution

We use stellar population synthesis models to calculate photometric properties of galax-
ies in our model. In these models, a stellar population is chosen according to an initial
mass function and then each star is evolved along theoretical stellar evolutionary tracks.
We use theSTARBURST99 code [Leitherer et al., 1999; Vázquez & Leitherer, 2005]
with a 0.1 − 100 M⊙ Kroupa IMF [Kroupa, 2002] with various values of initial metal-
licity (from 0.0004 to 0.05) to generate look-up tables. TheSED of a galaxy is then
computed from its star formation historẏm∗(t) as

Sν(t) =

∫ t

0

Fν(t− t′, Z)ṁ∗(t
′)dt′, (6.17)

whereFν(t) is the SED of a single-age population of star, which is obtained from the
look-up tables by interpolating int andZ. We also convolve with the standard UBVRI
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Figure 6.5: Total cold gas mass of galaxies as a function of the mass of their host dark
matter halo. Points show individual model galaxies. The black line shows the total mass
of the halo.

filters to obtain colours and luminosities in the desired bands. We do not incorporate the
effects of dust in our model. Finally, note that stellar population synthesis also gives us
the metal yields of stellar populations.

Metallicity evolution

We perform a self-consistent metallicity evolution of stars and the ISM of our model
galaxies. Our metal evolution recipe is essentially that implemented in De Lucia, Kauff-
mann & White [2004]. Metallicity of newly formed stars is sameas the cold gas that
they formed out of. Furthermore, we assume that yieldY of metals is produced per
unit solar mass of stars. These metals are instantaneously returned to the cold phase.
Subsequent evolution depends on the exchange of metals between different gas phases.
Metals can be exchanged between the cold and hot gas phases via reheating and cooling,
and by reincorporation of ejected gas. Thus, for central galaxies, the stellar metallicity
evolves as

ṀZ
stars = Ṁ∗Zcold. (6.18)
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Metallicity of the hot gas phase evolves as

ṀZ
hot = −ṀcoolZhot + ṀbackZejected +

∑

gal

[ṀreheatedZcold]. (6.19)

The cold gas metallicity evolves as

ṀZ
cold = ṀcoolZhot − ṀZ

stars + Y Ṁ∗ − ṀoutZcold, (6.20)

and that of the ejected gas is given by

ṀZ
ejected = ṀoutZcold − ṀbackZejected. (6.21)

In all of aboveZcold = MZ
cold/Mcold,Zhot = MZ

hot/Mhot, andZejected = MZ
ejected/Mejected

are the metallicities of various phases. For satellite galaxies, equations are similar, ex-
cept that the hot gas and ejected components are absent. Also, Ṁout is the rate at which
cold gas is ejected out of the halo,Ṁback is the rate at which ejected gas is reincorporated
into the halo, and

∑

gal denotes a summation over all satellite galaxies.

6.1.3 Calibration

As mentioned before, we propagate the properties of galaxies in our model using above
prescriptions from one simulation output to the next and obtain the galaxy populations
at all redshifts at which simulation outputs are available.If a new halo forms while
going from a snapshot to the next, its hot gas mass is initialized to the valuefbMvir. For
every other halo, the initial hot gas mass available for cooling is given by

Mhot = fbMvir −
∑

gal

[M∗ +Mcool]−
∑

prog

Meject, (6.22)

where
∑

gal denotes sum over all galaxies in the halo, and the last summation is only
over those satellites that have newly entered the halo and whose mass is greater that
mvir/2.

We calibrate free parameters in our model to reproduce observed properties of the
Milky Way. This is similar to previous semi-analytic models. We also check that we get
the right normalization and slope for the Tully-Fisher relation. The free parameters in
our model and their values are as follows:

• Parameters determining star formation efficiency:α0 andn. We set these to0.09
and2.2 respectively. The parameterα0 influences the gas fraction of galaxies and
n controls the dependence of the gas fraction on galaxy mass.

• The supernova feedback reheating efficiencyǫgal and the ejection efficiencyǫhalo
are set to3.5 and0.35 respectively. These two parameters control the slope of the
Tully-Fisher relation. Increased feedback makes the Tully-Fisher relation steeper
by reducing the luminosity of low mass galaxies.
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Figure 6.6: Predicted circular velocity-cold gas mass relation atz = 0 and1. The red
data points from the semi-analytical model of De Lucia & Blaizot [2007] are shown for
comparison. Here, circular velocity is measured at the virial radius of the dark matter
halo.

• The yieldY of metals produced per solar mass of star formation is given by the
population synthesis. For our model, this value of0.03. This has a marginal
effect on the slope of the Tully-Fisher relation by enhancing the cooling in low
mass galaxies.

• The ‘retention parameter’R is also available from population synthesis. It has
a value of0.3 in our model. This parameter has a slight influence on galaxy
luminosities.

Having specified our semi-analytic model and its implementation, we now proceed
to study its results in the next section.

6.2 Results

We begin by comparing results of our model with observationsof galaxies in the local
universe (z ∼ 0). We then proceed to understand the evolution of the HI content of
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the universe. Finally we study the large-scale distribution of H I at various redshifts
by looking at the power spectrum of fluctuation in the HI as predicted by our galaxy
formation model.

6.2.1 Comparison with local observations

We select all objects in the simulation with circular velocities in the range 219-221 km
s−1 as Milky-Way-type galaxies. While doing this we assume that the circular velocity
of a galaxy is∼ 25 per cent larger that the circular velocity of its halo. This follows
earlier galaxy formation models [De Lucia, Kauffmann & White, 2004], and is moti-
vated by detailed modelling of the structure of disk galaxies embedded in cold dark
matter haloes with the universal NFW profile [Navarro, Frenk& White, 1995; Mo, Mao
& White, 1998]. In our 153.6 h−1Mpc run, we find 230 such galaxies atz = 0. We
measure the stellar masses, gas masses, star formation rates, and metallicities of these
galaxies. We find average total gas mass1.2× 1010 M⊙, average stellar mass8.0× 109

M⊙, average star formation rate5.3 M⊙ yr−1, and average metallicity of0.98 in multiple
of the solar metallicity. We also measure theB-band andI-band absolute magnitude,
which comes to be−21.1 and−23.2 in the average. Due to our calibration, these val-
ues match the observed values of the Milky Way galaxy closely. Scatter around these
quantities is relatively low. Note that since we do not calculate galaxy morphologies in
our model, we are unable to select galaxies based on morphology.

Figure 6.1 shows theB-band luminosity function of all galaxies atz = 0 in our
model. This luminosity function is shown in comparison withthe observedB-band lu-
minosity function of 110500 galaxies from the 2dF Galaxy Redshift Survey [2dFGRS;
Norberg et al., 2002]. (This 2dFGRS luminosity function is inexcellent agreement with
the SDSS data when the latter are normalised in the same way, and the magnitudes are
translated to theB band.) The model luminosity function exceeds the observed one by
more than an order of magnitude at the bright end. We find that instead of declining
exponentially at the bright end, the luminosity function exhibits a gentler turn down.
This problem with the semi-analytical models has been notedbefore by Kauffmann
et al. [1999]. One possible explanation of this mismatch is aproblem with the FOF halo
finding algorithm. Springel et al. [2001] show that including subhaloes leads to a sig-
nificant improvement in cluster luminosity functions because of a more realistic merger
rate. The improved luminosity function is found to be in goodagreement with observa-
tions. Another possible explanation of the mismatch between the model and observed
luminosity functions is the absence of AGN feedback in our model. Croton et al. [2006]
find that suppression of cooling flows due to AGN feedback dramatically improves the
match with the 2dFGRS data by reducing the luminosities of bright galaxies by up to
two magnitudes. We also find a deficit at the faint end of the luminosity function, which
is not seen by Croton et al. [2006]. This is due to the enhanced supernova feedback in
small mass haloes in our model, which we need to match the slope and the zero-point
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of the Tully-Fisher relation in absence of dust extinction.
In Figure 6.2, we show the Tully-Fisher relation obtained for our model galaxies.

The solid line shows the relation measured by Giovanelli et al. [1997]. The slope of
the model result matches the observations well. In our model, as discussed above, we
follow Kauffmann et al. [1999] and calibrate our model so that the I-band magnitude
of the central galaxy in a halo of circular velocityVc = 220 km s−1 is −22.1 + 5 log h.
This agrees with the zero-point of the Tully-Fisher relation derived by Giovanelli et al.
[1997]. There is large scatter in the Tully-Fisher relationin our simulations. This is
because the lack of morphological evolution of galaxies in our model prevents us from
isolating Sb/Sc type galaxies with specified bulge magnitude for this comparison. For
this reason, Figure 6.2 shows a random sample ofall central galaxies in our model.
Part of the scatter is also because of that in the properties of galaxies in haloes of same
circular velocity. The absence of a treatment of dust extinction in our calculation does
not affect this comparison since the result of Giovanelli etal. [1997] is already corrected
for internal extinction. The slope of the Tully-Fisher relation is strongly dependent on
the adopted feedback prescriptions and, with more detailedmodelling, can be used to
observationally test different feedback models.

Thus we see that our model gives a good fit to the observations of the Tully-Fisher
relation but does a poor job in reproducing the observed luminosity function. Obtaining
a good fit to both of these observations has been known to be difficult in theΛCDM
model [Cole et al., 2000]. Croton et al. [2006] solve this problem by making an unre-
alistic approximation: For central galaxies, they take therotational velocity to simply
equal to the halo virial velocity, but for satellite galaxies the rotational velocity is taken
the the virial velocity of haloes in which they were the central galaxies. McGaugh et al.
[2000] have pointed out that the observed Tully-Fisher relation itself may deviate from
the power law at the bright end. They found that combining gasmass in a galaxy with
its stellar mass brings the Tully-Fisher relation closer tothe power law. This agrees with
the finding of Croton et al. [2006].

6.2.2 Global HI distribution

As we saw above, high column density features like the DLAs inthe spectra of distant
quasars indicate that at1 ≤ z ≤ 5, the neutral hydrogen content of the universe is almost
constant with a density parameter ofΩHI ∼ 0.001. Figure 6.3 shows the evolution ofΩHI

in our model. Results from all four simulation runs are shown together (grey symbols).
These are compared with various observational estimates ofthis quantity. We find that
ΩHI rises rapidly fromz = 0 to z = 1. Subsequently, its value peaks at around10−3 at
z ∼ 4, before dropping off at higher redshifts. One issue here is that our semi-analytic
model predicts only the total mass of cold gas, which includes helium and both atomic
and molecular hydrogen. We have assumed that 76% of cold gas is in the form of
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Figure 6.7: Cold gas fraction atz = 3.34 in our simulations compared the with pre-
scriptions 2 and 3 of Bagla, Khandai & Datta [2010], shown by the red solid and blue
dashed lines respectively. Upper mass cut-off in the prescription is not shown. High
mass haloes contain a lot of HI in the simulations.

H I [Power, Baugh & Lacey, 2010].2 Our results agree quite well with observational
estimates. It is interesting to note here that a comparison for four currently favoured
semi-analytical models by Power, Baugh & Lacey [2010] shows that all models under-
predictΩHI at z > 0. Also, our model predicts a more rapid evolution inΩHI compared
to a recent calculation using gas dynamical simulations by Duffy et al. [2011].

Figure 6.4 shows the global star formation history in our model. Our results are
broadly consistent with observational data.

Figure 6.5 shows the cold gas mass of our model galaxies as a function of the mass
of their host dark matter halo. We find that there is a strong correlation between the cold
gas mass of a galaxy and its host halo mass. In haloes more massive than 1012 M⊙, the
correlation breaks down but haloes continue to hold cold gas. It is instructive to compare

2Prochaska & Wolfe [2009]; Obreschkow & Rawlings [2009] havedeveloped an empirical model of
based on observations and theoretical arguments in which the H2/H I ratio could vary from galaxy to
galaxy. [Obreschkow & Rawlings, 2009] applied this model tothe galaxy formation model of De Lucia
& Blaizot [2007]. They find that at1 ≤ z ≤ 5, galaxies contain similar amount of HI as today, but
substantially larger amount of H2. We do not consider molecular hydrogen here.
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this result with that obtained in the model of Bower et al. [2006], in which a dramatic
break occurs at halo masses of1012 M⊙ due to cooling flow suppression resulting from
AGN feedback. Another interesting feature is that galaxieswith the largest mass of cold
gas do not lie in haloes with the highest mass. Instead, it is the haloes with mass of1012

M⊙ that contain such galaxies.
Figure 6.6 compares the halo circular velocity with the halocold gas mass content.

This quantity is useful because it indicates how the velocity width—which is related
to the rotation velocities of galactic disks, which in turn is related to the halo circular
velocity—is likely to scale with HI mass. This is important for HI surveys. Also,
this result is closely related to the previous one, which compared cold gas mass to the
halo mass, since the halo mass can be related to the circular velocity. We find that
our result agrees remarkably well with the the semi-analytical model of De Lucia &
Blaizot [2007]. The level of agreement is quite good considering the differences in the
implementation of physical ingredients of the two models. One important difference
between the two predictions is that in our model a lot of high circular velocity haloes
contain cold gas. This is partly due to a lack of cutoff in circular velocity as in De Lucia
& Blaizot [2007] and partly due to the absence of AGN feedback,which is usually the
strongest remover of cold gas in these high mass haloes. A comparison of the results of
De Lucia & Blaizot [2007] by Power, Baugh & Lacey [2010] suggests that our model
also agrees with other galaxy formation models, with possible differences only at the
low cold gas mass limit.

Finally, in Figure 6.7, we compare the cold gas fractionfHI of haloes in our simula-
tions with the prescriptions used in Bagla, Khandai & Datta [2010]. We find the form of
the dependence offHI on halo massMvir is quite different from the prescription. More-
over, in the prescriptions it was assumed that haloes above amass of1011.5 M⊙ do not
hold H I. Clearly this is not valid in our simulations. As we will see below, this fact has
important consequences for the HI power spectra.

6.2.3 Fluctuations in HI

We now consider the power spectrum of fluctuations in HI density in our model. An
advantage of the 21cm line is that it lets us separate the fluctuating component of the
21cm brightness temperature both in sky and in frequency. This promise of such ‘to-
mographic’ observations, and their usefulness for understanding galaxy formation, mo-
tivates our study. Although the global 21cm background contains useful information
about high redshift universe, the main problem with the global signal is its slow evolu-
tion in the post-reionization era. HI fluctuations, on the other hand, grow more rapidly,
especially at small scales, partly due to the evolution of density fluctuations on the mat-
ter distribution. This property is expected to help in separating the 21cm signal from
foregrounds [Furlanetto, Oh & Briggs, 2006]. Traditionally, the power spectrum has
been the most-favoured statistical quantity in the study of21cm signal fluctuations.
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Figure 6.8: Power spectra in our model atz = 3.34. Black solid is dark matter and red
dashed is HI. This is from the 51.2 h−1Mpc box.

While other statistical quantities are also useful, the use of power spectrum is partly
motivated by the success of CMB and large scale structure studies in constraining cos-
mological parameters using the power spectrum.

As we discussed in Chapter 1, the spin temperature of a hydrogen cloud couples to
the gas temperature through collisional coupling with other atoms, electrons, ions and
through Ly-α pumping via the Wouthuysen-Field effect [Purcell & Field, 1956; Field,
1959b; Furlanetto, Oh & Briggs, 2006; Wouthuysen, 1952]. Observations of the 21cm
absorption by DLAs indicate that the spin temperature is orders of magnitude higher
than the temperature of the CMBR at corresponding redshifts [Chengalur & Kanekar,
2000; Kanekar et al., 2009]. As a result, the 21cm brightnesstemperature is proportional
to the density of neutral hydrogen [Furlanetto, Oh & Briggs, 2006; Bagla, Khandai &
Datta, 2010]. With this in mind, we study the fluctuations in the H I density in this
section. We choose to focus on the redshift of the GMRT, whichare representative of
the range of redshifts in the post-reionization universe. In particular, we focus on the
redshiftsz = 5.04, 3.34, and1.33. As discussed above, we use different simulation run
at each redshift to balance the requirements of a high mass resolution and sufficiently
large box size.
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Figure 6.9: HI bias for the power spectra shown in Figure 6.8

We use the cloud-in-cell scheme to distribute particles in our simulation on a reg-
ular grid for the purpose of computing densities and the power spectrum. In order to
compute the HI power spectrum, we first assign an HI fraction to each particle in the
N-body simulation output. This assignment is done according to the results of our semi-
analytic model of galaxy formation. As we saw in the previoussection and in Figure
6.7, the semi-analytic model gives us the fractional HI mass in every halo of the sim-
ulation. We use this information by assigning to each particle in a given halo an HI

mass that is a fractionfHI of its total mass, wherefHI is the fractional halo mass of
that particular halo.3 This is in contrast to the HI mass assignment used in earlier work
[Bagla, Khandai & Datta, 2010] in two respects: (1) Two haloeswith same total mass
can have different HI mass in our scheme, unlike the previous scheme. This introduces
a large scatter in HI as is evident in Figure 6.7. (2) Secondly, we do not have an in-built,
arbitrary, high mass cutoff onfHI.

We compute the power spectrum in both real and redshift space. For redshift-space
calculation, we use the peculiar velocity of particles in halo as obtained from the N-

3An important caveat here is that due to our stricter definition of the progenitor-descendant relation-
ship in halo merger trees, the number of haloes in the semi-analytic model is less than in the FOF halo
catalogues. For the FOF haloes that are absent in the semi-analytic scheme, we setfHI = 0.
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Figure 6.10: Scatter plot of HI and dark matter density contrast smoothed on 3 h−1Mpc
scale. The 51.2 h−1Mpc box is used here.

body simulation. Thanks to our high mass resolution, we do not have to add the internal
velocity dispersion in haloes by hand [Kumar, Padmanabhan &Subramanian, 1995;
Bagla, Nath & Padmanabhan, 1997; Bagla & White, 2003; Bagla, Khandai & Datta,
2010]. Instead of expressing the HI power spectrum in terms of the brightness temper-
ature, we use the usual dimensionless form here, for convenience. We also calculate the
real and redshift space HI bias, which are given by

b(k) =

[

PHI(k)

PDM(k)

]1/2

(6.23)

and

bs(k) =

[

P s
HI(k)

P s
DM(k)

]1/2

. (6.24)

Figure 6.8 shows the real space power spectrum of fluctuations atz = 3.34 in our
simulations. The solid black line shows the non-linear darkmatter power spectrum and
the red dashed line shows its HI counterpart. Both the dark matter and HI power
spectra have been computed using the simulation withLbox = 51.2 h−1 Mpc. The
corresponding HI biasb(k) is shown in Figure 6.9. Clearly, the bias is much higher
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Figure 6.11: Left panel shows the evolution of redshift-space power spectra. Blue dot-
dashed line is atz = 1.3 from the 76.8 h−1Mpc box, black solid line is atz = 3.34 from
the 51.2 h−1Mpc box, and dashed red line is atz = 5.1 from the 23.04 h−1Mpc box.
Evolution of the HI linear bias is shown in the right panel.

at high redshifts [Fry, 1996; Mo & White, 1996; Bagla, 1998a,b;Mo, Mao & White,
1998; Baugh et al., 1999; Magliocchetti et al., 2000; Benson etal., 2000; Roukema
& Valls-Gabaud, 2000; Sheth, Mo & Tormen, 2001; Wyithe & Brown, 2010; Bagla,
Khandai & Datta, 2010]. The bias is also scale dependent, andleads to a significant
enhancement in the HI power spectrum at small scales. Although the linear bias in
this model is comparable to that in the previous prescription-based work, the bias in our
model increases more rapidly as we go towards smaller scales. The value of the bias
at small scales is higher than the previous estimate of Bagla,Khandai & Datta [2010]
by about a factor of four. This is not surprising if we note thefact that the bias and its
scale-dependence has a strong dependence on the characteristic mass of haloes with HI.
Since high mass haloes do hold HI in our semi-analytic model, the bias in this model is
quite high. It is suggested that a high circular velocity cutoff has to be incorporated in
semi-analytical models of galaxy formation in order to avoid the ‘cooling flow problem’
in galaxy cluster [De Lucia, Kauffmann & White, 2004]. Such a cutoff could reduce the
H I bias. Similarly, AGN feedback can reduce the bias by pushingcold gas out of their
parent haloes. Conversely, observations of clustering in HI sources at high redshift
could be used to constrain masses of haloes that contain HI [Wyithe, 2008], thereby
constraining feedback mechanisms in our model.

In Figure 6.10, we study the stochasticity of bias in the HI distribution [Dekel &
Lahav, 1999]. This figure shows a scatter plot of the density contrastδHI and δDM

smoothed at a scale of 3 h−1 Mpc at a random subset of points in our simulation grid.
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We find that the scatter about the averageδHI − δDM trend is significant, and increases
as we go to points with high dark matter over-density. This result is in agreement with
what we find in earlier work [Bagla, Khandai & Datta, 2010].

We study the evolution of the redshift space power spectrum of H I distribution
through the GMRT redshift windows in Figure 6.11. The curvesshow the dimensionless
redshift space power spectrum∆2

red(k) at z = 1.3 (dot-dashed line),z = 3.34 (solid
line), andz = 5.1 dashed line. The enhancement at small scales in les strong than the
real space power spectrum, due to velocity dispersion within haloes at small scales. On
the other hand, power is enhanced at large scales due to the Kaiser effect. The evolution
of linear bias, that is the bias at large scales, through these redshifts is shown in Figure
6.11. We see that the bias decreases from about3.4 at z = 5.1 to around1.2 at z = 1.3.

6.3 Discussion and conclusions

In this chapter, we used a semi-analytical model of galaxy formation to predict the abun-
dance and large scale distribution of HI in the post-reionization universe. Our galaxy
formation model is calibrated such that it matches a wide variety of observations of
properties of galaxies in the local universe. Main results of this chapter can be sum-
marised as follows:

• Predictions for the HI density parameterΩHI are in good agreement with obser-
vations in the local universe. Our model predicts a peak value ofΩHI ∼ 10−3 at
aroundz ∼ 5.

• H I distribution is strongly biased at high redshift. This enhances the HI power
spectrum significantly as compared to the dark matter power spectrum.

• Bias decreases rapidly with decreasing redshift. This leadsto a decrease in the HI
density fluctuation power spectrum with decreasing redshift with a corresponding
decrease in the 21cm brightness temperature power spectrum.

• Small scale bias is higher in our model than in previous work.This is because of
a lack of AGN feedback and an ad hoc HI cut-off.

• The enhanced HI power spectrum in our model improves the prospects for a de-
tection with instruments like GMRT and MWA [Bagla, Khandai & Datta, 2010].

• Rare bright HI peaks are enhanced in our model as compared to earlier work.
This augurs well for detection with instruments like the GMRT [Bagla, Khandai
& Datta, 2010].
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The main caveat in our model is an absence of AGN feedback. We expect AGN
feedback to explain more observations of galaxy propertiesthat what the present model
can do, e.g., exponential cut-off at the bright end of the galaxy luminosity function and
the low observed mass drop-out rate cooling flows.
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Heinämäki P., 2001, A&A, 371, 795

Henry A. L. et al., 2008, ApJ, 680, L97

—, 2007, ApJ, 656, L1



183

—, 2009, ApJ, 697, 1128

Herrmann F. et al., 2007, Classical and Quantum Gravity, 24, 33

Hickey S. et al., 2010, MNRAS, 404, 212

Hockney R. W., Eastwood J. W., 1988, Computer simulation usingparticles. Bristol:
Hilger

Hoffman L., Loeb A., 2007, MNRAS, 377, 957

Hopkins P. F., Hernquist L., 2010, MNRAS, 407, 447

Hopkins P. F. et al., 2006, ApJS, 163, 1

—, 2007, ApJ, 669, 45

Hoyle F., 1953, ApJ, 118, 513

Hui L., Gnedin N. Y., Zhang Y., 1997, ApJ, 486, 599

Hut P., Rees M. J., 1992, MNRAS, 259, 27P

Iliev I. T. et al., 2007, MNRAS, 376, 534

—, 2008, MNRAS, 391, 63

Iwasawa M., Funato Y., Makino J., 2006, ApJ, 651, 1059

Iye M. et al., 2006, Nature, 443, 186

Janknecht E. et al., 2006, A&A, 458, 427

Janssen G. H. et al., 2008, in American Institute of Physics Conference Series, Vol. 983,
40 Years of Pulsars: Millisecond Pulsars, Magnetars and More, C. Bassa, Z. Wang,
A. Cumming, & V. M. Kaspi, ed., pp. 633–635

Jarosik N. et al., 2011, ApJS, 192, 14

Jenet F. et al., 2009, ArXiv e-prints, 0909.1058

Jenkins A. et al., 2001, MNRAS, 321, 372

Jiang C. Y. et al., 2008, ApJ, 675, 1095

Jimenez R., Verde L., Oh S. P., 2003, MNRAS, 339, 243

Johnston S. et al., 2008, Experimental Astronomy, 22, 151



184

Kanekar N., Briggs F. H., 2004, New Astron. Reviews, 48, 1259

Kanekar N. et al., 2009, MNRAS, 396, 385

Kauffmann G. et al., 1999, MNRAS, 303, 188

Kauffmann G., Haehnelt M., 2000, MNRAS, 311, 576

Kauffmann G., White S. D. M., Guiderdoni B., 1993, MNRAS, 264, 201

Kay S. T., 2004, MNRAS, 347, L13
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Milosavljević M., Merritt D., 2001, ApJ, 563, 34

—, 2003a, ApJ, 596, 860

—, 2003b, in American Institute of Physics Conference Series, Vol. 686, The Astro-
physics of Gravitational Wave Sources, J. M. Centrella, ed.,pp. 201–210

Miralda-Escud́e J., Gould A., 2000, ApJ, 545, 847

Miralda-Escud́e J., Haehnelt M., Rees M. J., 2000, ApJ, 530, 1

Miralda-Escude J., Ostriker J. P., 1990, ApJ, 350, 1

Mitra S. et al., 2011, ArXiv e-prints, 1103.5828

Mo H. J., Mao S., White S. D. M., 1998, MNRAS, 295, 319



188

Mo H. J., White S. D. M., 1996, MNRAS, 282, 347

Monaco P., Fontanot F., Taffoni G., 2007, MNRAS, 375, 1189

Monaghan J. J., 1992, ARA&A, 30, 543

Morales M. F., Bowman J. D., Hewitt J. N., 2006, ApJ, 648, 767

Moreno J., Giocoli C., Sheth R. K., 2008, MNRAS, 391, 1729

—, 2009, MNRAS, 397, 299

Mortlock D. J. et al., 2011, Nature, 474, 616
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