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Simulation/theory side: 
how do we think these galaxies look like, and 

what are the expected Ly-C emissivities?

Observational side: 
to what extent to the observed 

galaxies contribute to the build-up of 
the UV-background?
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ABSTRACT

We utilize the newly acquired, ultra-deep WFC3/IR observations over the Hubble Ultra Deep Field (HUDF) to
search for star-forming galaxies at z ∼ 8–8.5, only 600 million years from recombination, using a Y105-dropout
selection. The new 4.7 arcmin2 WFC3/IR observations reach to ∼28.8 AB mag (5σ ) in the Y105J125H160 bands.
These remarkable data reach ∼1.5 AB mag deeper than the previous data over the HUDF, and now are an excellent
match to the HUDF optical ACS data. For our search criteria, we use a two-color Lyman break selection tech-
nique to identify z ∼ 8–8.5Y105-dropouts. We find five likely z ∼ 8–8.5 candidates. The sources have H160-band
magnitudes of ∼28.3 AB mag and very blue UV-continuum slopes, with a median estimated β of ! −2.5 (where
fλ ∝ λβ). This suggests that z ∼ 8 galaxies are not only essentially dust free but also may have very young
ages or low metallicities. The observed number of Y105-dropout candidates is smaller than the 20 ± 6 sources
expected assuming no evolution from z ∼ 6, but is consistent with the five expected extrapolating the Bouwens
et al. luminosity function (LF) results to z ∼ 8. These results provide evidence that the evolution in the LF seen
from z ∼ 7 to z ∼ 3 continues to z ∼ 8. The remarkable improvement in the sensitivity of WFC3/IR has enabled
Hubble Space Telescope to cross a threshold, revealing star-forming galaxies at z ∼ 8–9.

Key words: galaxies: evolution – galaxies: high-redshift

1. INTRODUCTION

An important uncharted frontier is understanding how galax-
ies build up and evolve from the earliest times. While great
progress has been made in characterizing the galaxy population
at z ! 6, extending these studies to z " 7 has proven extraor-
dinarily challenging. Only ∼25 high-quality z ∼ 7 candidates
are known (e.g., Bouwens et al. 2008; Oesch et al. 2009; Ouchi
et al. 2009; Castellano et al. 2009; Gonzalez et al. 2009; R. J.
Bouwens et al. 2010, in preparation). Fundamentally, the chal-
lenge has been to obtain extremely deep observations in the
near-IR, where the redshifted UV light of faint z " 7 galaxies
is found.

Now, with the installation of the WFC3/IR camera on the
Hubble Space Telescope (HST), we have a far superior surveying
instrument, with 6× the area of NICMOS, "2× the resolution,
and 2–4× the sensitivity. These capabilities allow us to search
for z " 7 galaxies ∼40× more efficiently.

Here we report on our use of the early WFC3/IR observations
over the Hubble Ultra Deep Field (HUDF) to search for galaxies
at z " 8. This is the same epoch in which a gamma-ray burst
was recently discovered at z ∼ 8.2 (e.g., Salvaterra et al.
2009; Tanvir et al. 2009). Throughout this work, we quote
results in terms of the luminosity L∗

z=3 (Steidel et al. 1999)
derived at z ∼ 3, i.e., M1700,AB = −21.07. We refer to the
F606W, F775W, F850LP, F105W, F125W, and F160W bands

∗ Based on observations made with the NASA/ESA Hubble Space Telescope,
which is operated by the Association of Universities for Research in
Astronomy, Inc., under NASA contract NAS 5-26555. These observations are
associated with programs 11563, 9797.
8 Hubble Fellow.

on HST as V606, i775, z850, Y105, J125, and H160, respectively, for
simplicity. Where necessary, we assume Ω0 = 0.3, ΩΛ = 0.7,
and H0 = 70 km s−1 Mpc−1. All magnitudes are in the AB
system (Oke & Gunn 1983).

2. HUDF WFC3/IR OBSERVATIONS

The present high-redshift galaxy searches utilize the first
epoch of ultra-deep near-IR WFC3/IR observations acquired
over the HUDF (Beckwith et al. 2006) for the 192-orbit
HUDF09 program (GO11563). This program will create three
ultra-deep WFC3/IR fields, one positioned over the HUDF and
the other two over the HUDF05 fields (Oesch et al. 2007), each
imaged in three near-IR bands Y105, J125, and H160. Combining
these ultra-deep near-IR data with the similarly deep optical
HUDF data permits us to select z ∼ 7 z850, z ∼ 8 Y105, and
even z ∼ 10 J dropout galaxies to very low luminosities (i.e.,
−18 AB mag, ∼0.06 L∗

z=3).
The WFC3/IR field over the HUDF is centered on 3h32m38.s5

and −27d47′0.′′0. In the first year of observations, we obtained 16
orbits of Y105-band data (two orbits were severely impacted by
persistence and are not included), 16 orbits of J125-band data,
and 28 orbits of H160-band data. The sixty-orbit observations
were obtained from 2009 August 26 to 2009 September 6.

Standard techniques were used to reduce the HUDF09
WFC3/IR imaging data. Individual images—after masking out
sources—were median stacked to create super median images
(one per filter) and these median images were then subtracted
from the individual frames. The images were then aligned and
drizzled onto the same grid as the v1.0 HUDF ACS data (Beck-
with et al. 2006) rebinned on a 0.′′06-pixel scale. The drizzling
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ABSTRACT
We have searched for star-forming galaxies at z ≈ 7−10 by applying the Lyman-break
technique to newly-released Y -, J- & H-band images (1.1, 1.25, 1.6 µm) from WFC3
on the Hubble Space Telescope. By comparing these images of the Hubble Ultra Deep
Field with the ACS z′-band (0.85 µm) images, we identify objects with red colours,
(z′ − Y )AB > 1.3, consistent with the Lyman-α forest absorption at z ≈ 6.7 − 8.8.
We identify 12 of these z′-drops down to a limiting magnitude YAB < 28.5 (equivalent
to a star formation rate of 1.3 M" yr−1 at z = 7.1), all of which are undetected in
the other ACS filters. We use the WFC3 J-band image to eliminate contaminant low
mass Galactic stars, which typically have redder colours than z ≈ 7 galaxies. One of
our z′-drops is a probably a T-dwarf star. The z ≈ 7 z′-drops appear to have much
bluer spectral slopes than Lyman-break galaxies at lower redshift. Our brightest z′-
drop is not present in the NICMOS J-band image of the same field taken 5 years
before, and is a possible transient object. From the 10 remaining z ≈ 7 candidates we
determine a lower limit on the star formation rate density of 0.0017 M" yr−1 Mpc−3

for a Salpeter initial mass function, which rises to 0.0025−0.004 M"yr−1 Mpc−3 after
correction for luminosity bias. The star formation rate density is a factor of ≈ 10
less than that of Lyman-break galaxies at z = 3 − 4, and is about half the value at
z ≈ 6. We also present the discovery of 7 Y -drop objects with (Y − J)AB > 1.0 and
JAB < 28.5 which are candidate star-forming galaxies at higher redshifts (z ≈ 8 − 9).
We find no robust J-drop candidates at z ≈ 10. While based on a single deep field,
our results suggest that this star formation rate density would produce insufficient
Lyman continuum photons to reionize the Universe unless the escape fraction of these
photons is extremely high (fesc > 0.5), and the clumping factor of the Universe is low.
Even then, we need to invoke a large contribution from galaxies below our detection
limit (a steep faint end slope). The apparent shortfall in ionizing photons might be
alleviated if stellar populations at high redshift are low metallicity or have a top-heavy
initial mass function.

Key words: galaxies: evolution – galaxies: formation – galaxies: starburst – galaxies:
high redshift – ultraviolet: galaxies

1 INTRODUCTION

In the past decade, the quest to observe the most distant
galaxies in the Universe has rapidly expanded to the point

where the discovery of z ! 6 star-forming galaxies has
now become routine. Deep imaging surveys with the Hubble
Space Telescope (HST) and large ground based telescopes
have revealed hundreds of galaxies at z ! 6 (Bunker et al.

The star formation rate density is a factor of ~10 less than that at z=3-4, and is 
about half the value at z~6. While based on a single deep field, our results 
suggest that this star formation rate density would produce insufficient Lyman 
continuum photons to reionize the Universe unless the escape fraction of these 
photons is extremely high (f_esc>0.5), and the clumping factor of the Universe 
is low. Even then, we need to invoke a large contribution from galaxies below 
our detection limit. The apparent shortfall in ionizing photons might be 
alleviated if stellar populations at high redshift are low metallicity or have a top-
heavy IMF.
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Figure 4. Upper panel: constraints on the rest-frame UV LF at z ∼ 8 from
the present Y105-dropout searches over our ultra-deep HUDF WFC3/IR field
(solid red circles, 1σ error bars, and upper limits). Also included is our UV
LF determination at z ∼ 7 from a z-dropout search over the same ultra-deep
WFC3/IR field (magenta lines and points: Oesch et al. 2010a) and also the
Bouwens et al. (2007) UV LF determinations at z ∼ 4, 5, and 6 (shown in blue,
green, and cyan lines and points). While the other UV LFs shown here were
derived at slightly different rest-frame wavelengths, their MUV,AB at 1700 Å is
essentially the same (! 0.1 mag: since star-forming dropout galaxies are very
flat in fν ). The dotted red line gives one possible Schechter-like LF that agrees
with our search results and adopts the Bouwens et al. (2008) scaling of M∗

with redshift. Lower panel: surface density of z ∼ 8 Y105-dropouts found in our
ultra-deep HUDF WFC3/IR field vs. H160-band magnitude. For comparison,
the surface density of Y105-dropouts one would expect assuming no evolution
from z ∼ 6 and z ∼ 7 is also plotted (shown with the red and magenta lines,
respectively: see Section 4.1). Also plotted (dotted black line) is the expected
surface density if one extrapolates the z ∼ 4–6 LF results of Bouwens et al.
(2008) to z ∼ 8, i.e., with a φ∗ of ∼0.0011 Mpc−3, α of −1.74, and a fainter
value of M∗.

4.2. Implications for the z ∼ 8 UV LF

The fact that the observed numbers are lower than predicted
assuming no evolution from z ∼ 6 suggests that the UV LF
continues to evolve from z ∼ 8. So, it is interesting to extrapolate
the LF results from Bouwens et al. (2008) to z ∼ 8—giving
M∗

UV = −19.45, φ∗ ∼ 0.0011 Mpc−3, and α ∼ −1.7—and
see what we find. Performing this exercise, we predict that five
Y105-dropouts would be found in the present search (shown with
the dotted black line in the lower panel of Figure 4). This is in
good agreement with the observed results.

We can further quantify the overall magnitude of this evolu-
tion. Using the Bouwens et al. (2008) LF parameterization as a
guide, we fix α = −1.74, φ∗ = 0.0011 Mpc−3, and then derive
confidence intervals on M∗

UV. For our Y105-dropout search, we
estimate that M∗

UV = −19.5 ± 0.3 AB mag. This is signifi-
cantly fainter than the M∗

UV = −20.2 ± 0.2 AB mag estimated
at z ∼ 6 or the M∗

UV = −21 AB mag at z ∼ 4.
Of course, given the size of the sample and lack of com-

plementary wide-area searches for bright z ∼ 8 sources, it is
difficult to constrain the shape of the z ∼ 8 UV LF. There-

Figure 5. Determinations of the UV luminosity density and SFR density,
integrated to 0.08 L∗

z=3 (−18.3 AB mag) as appropriate for the z ∼ 8 sample, as
a function of redshift. The large red circle shows the constraints we can set on
this density at z ∼ 8 from the current Y105-dropout search (see also Section 4.3).
The lower set of points (and blue region) show the SFR density determination
inferred directly from the UV light, and the upper set of points (and orange
region) show what one would infer using dust corrections inferred from the
UV-continuum slope measurements (e.g., Bouwens et al. 2009, 2010). Note
that the dust correction is essentially zero at z > 6. Also included in this figure
are the determinations at z ∼ 7 from the HUDF WFC3/IR z-dropout search
(Oesch et al. 2010a: solid red square), the Bouwens et al. (2007) determination
at z ∼ 4–6 (open red circles), the Reddy & Steidel (2009) determinations at
z ∼ 2–3 (green crosses), and the Schiminovich et al. (2005) determinations at
z ! 2 (black hexagons). A systematic increase in the SFR density from z ∼ 8
to z ∼ 2 is clear.

fore, we simply consider the stepwise LF at z ∼ 8. We divide
our dropout sample into 0.5 mag bins, compute the equivalent
absolute magnitudes in each of these bins, and then divide the
observed number of sources in each bin by the effective selec-
tion volume, which are estimated using the same simulations
described in Section 4.1. These stepwise LF determinations are
presented in Figure 4, with the LFs at z ∼ 4–7 (Bouwens et al.
2007; Oesch et al. 2010a) shown for context. The 1σ upper
limits on the volume density of luminous z ∼ 8 sources are
also shown. It would appear that the UV LF only shows very
weak evolution at low luminosities (∼ −18.3 AB mag). This is
in contrast to the dramatic evolution observed at the bright end
from z ∼ 7 to z ∼ 4 (see, e.g., the discussion in Shimasaku
et al. 2005; Bouwens et al. 2008).

4.3. Constraints on the UV Luminosity Density/SFR Density
at z ∼ 8

Finally, we calculate the luminosity densities (and unobscured
star formation rate (SFR) densities) at z ∼ 8 implied by these
constraints on the rest-frame UV LF. For the luminosity density
at z ∼ 8, we simply integrate the stepwise z ∼ 8 LF shown
in Figure 4. We convert these UV luminosity densities into the
equivalent unobscured SFR densities using the Madau et al.
(1998) prescription. Our results for UV luminosity densities
and SFR densities (all integrated down to −18.3 AB mag, or
0.08 L∗

z=3) can be summarized as follows: for the z ∼ 8.2
Y-dropout sample, the luminosity density is 25.18 ± 0.24, the
SFR density is −2.72 ± 0.24; for the z ∼ 7 z-dropout sample
(from the z ∼ 7 UV LF from Oesch et al. 2010a), the luminosity
density is 25.73 ± 0.16, the SFR density is −2.17 ± 0.16 (all
values are log10). The units on the luminosity and SFR densities
(both comoving) are erg s−1 Hz−1 Mpc−3 and M$ Mpc−3 yr−1,
respectively. The dust correction is taken to be 0, given the very
blue βs (see also Bouwens et al. 2009, 2010). The results are
also presented in Figure 5.

Bouwens et al
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The ionizing emissivity at z ≥ 5 13

Figure 7. Observational constraints on the emission rate of ionizing photons per comoving Mpc, Ṅion, as a function of redshift. All results
are computed assuming αs = αb = 3 and, in the case of the LBG and Lyα emitter emissivity estimates only, fesc = 0.2. The scale on the
right-hand vertical axis corresponds to the number of ionizing photons emitted per hydrogen atom over the Hubble time at z = 6. The
filled triangles give an estimate of Ṅion based on the constraints for Γ−12 and λmfp obtained from the Lyα effective optical depth in this
work and in B05. The inverted triangle at z = 5 and the diamond and star at z = 6 correspond to estimates of Ṅion based on the Lyman
limit emissivities of LBGs and quasars listed in Table 5. The data have been slightly offset from their actual redshifts for clarity. An escape
fraction of fesc = 0.2 has been assumed in this instance. At z > 6, the open squares and circles are derived from the upper limits on the
comoving star formation rate per unit volume inferred by Bouwens et al. (2005) and Richard et al. (2006), respectively. The cross is derived
from the number density of Lyα emitters estimated by Stark et al. (2007). Three simple models for the evolution of Ṅion are also shown
as the dotted, short dashed and dot-dashed lines. The solid lines correspond to the emission rate of ionizing photons per unit comoving
volume, Ṅrec, needed to keep the IGM ionized for various H II clumping factors. At 2 ≤ z ≤ 6, we find Ṅion is characterised by a power
law, Ṅion(z) = 1050.5−0.06(z−6) s−1 Mpc−3, shown by the long dashed line. Adopting a mean free path which is a factor of two smaller or
setting αs = αb = 1 will double the emissivity derived from the Lyα forest opacity.

Assuming the spectral index of the ionizing background,
αb = αs = 3, the minimum ionization rate required to bal-
ance recombinations in the IGM with a clumping factor CHII

is

Γrec
−12 ! 0.07 CHII

(

αs

3

)(

αb + 3
6

)−1
(

λmfp

40 Mpc

)

×
(

1 + z
7

)5

, (20)

although note that reprocessing of the intrinsic source spec-
trum by the IGM can alter the spectral shape of ionizing
background somewhat (Haardt & Madau 1996). In Fig. 6
we compare this ionization rate required to balance recom-
binations for different H II clumping factors at z = 6 (thin
straight lines) to our determination of Γ−12 and λmfp from
the IGM Lyα effective optical depth (thick solid line). Our
result for the photoionization rate is consistent with the
value needed to balance hydrogen recombinations at z = 6
if CHII ≤ 3. Adopting CHII = 30, a value of Γ−12 substan-
tially higher than that inferred from the Lyα effective op-
tical depth would be required to keep the IGM highly ion-
ized at z = 6, as was already noted by MHR99. Even us-
ing a value for λmfp which is a factor of two smaller, our
constraints on Γ−12 still require that CHII ≤ 7 at z = 6.
Comparing to some recent cosmological radiative transfer
simulations, Iliev et al. (2006) predict CHII < 2 at z > 11,
while Sokasian et al. (2003) find CHII ∼ 4 at z = 3. How-

ever, simulations with higher spatial resolution may favour
larger values for CHII. Nevertheless, we conclude adopting
CHII = 30 overestimates the H II clumping factor of the IGM
at z = 6 by at least factor of 4 and possibly by a factor of
10. We therefore emphasise that care should be taken when
drawing conclusions from equation (18) as CHII is rather
uncertain.

7 THE IONIZING EMISSIVITY – EVIDENCE

FOR A PHOTON-STARVED AND

EXTENDED PERIOD OF REIONIZATION

7.1 The ionizing emissivity at z = 2 − 6

In the last section we focussed on the hydrogen ionization
rate and the question of whether or not the expected ioniz-
ing flux from observed high-redshift galaxies and quasars is
sufficient to keep the IGM highly ionized at z = 5 − 6. We
now turn again to the comoving ionizing emissivity in order
to discuss whether or not the inferred emissivity, if extrapo-
lated to higher redshift, is sufficient to reionize hydrogen in
the first place.

The filled triangles in Fig. 7 show the result of turning
the constraints on Γ−12 from the Lyα opacity at z = 2 − 6
derived here and in B05 into an emission rate of ionizing
photons per unit comoving volume. For this we use the re-
lation
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The observed ionization rate of the intergalactic medium
and the ionizing emissivity at z ≥ 5: Evidence for a photon
starved and extended epoch of reionization

James S. Bolton1! & Martin G. Haehnelt2 †
1 Max Planck Institut für Astrophysik, Karl-Schwarzschild Str. 1, 85748 Garching, Germany
2 Institute of Astronomy, University of Cambridge, Madingley Road, Cambridge, CB3 0HA

23 July 2007

ABSTRACT

Galaxies and quasars are thought to provide the bulk of the photons responsible
for ionizing the hydrogen in the intergalactic medium (IGM). We use a large set of
hydrodynamical simulations, combined with measurements of the Lyα opacity of the
IGM taken from the literature, to obtain robust estimates of the photoionization rate
per hydrogen atom at z = 5 and 6. We find the photoionization rate drops by a factor
of two and four, respectively, compared to our recent measurements at z = 2− 4. The
number of ionizing photons emitted by known sources at z = 5 and 6, based on an
extrapolation of source numbers below the detection limit and standard assumptions
for the relationship between the ionizing emissivity and observed luminosity density
at 1500Å, are in reasonable agreement with the photoionization rates inferred from
the Lyα forest if the escape fraction of ionizing photons from galaxies is large (>

∼ 20
per cent). The expected number of ionizing photons from observed sources at these
redshifts therefore appears sufficient to maintain the IGM in its highly ionized state.
Claims to the contrary may be attributed to the adoption of an unduly high value for
the clumping factor of ionized hydrogen. Using physically motivated assumptions for
the mean free path of ionizing photons our measurements of the photoionization rate
can be turned into an estimate of the ionizing emissivity. In comoving units the inferred
ionizing emissivity is nearly constant over the redshift range 2 − 6 and corresponds
to 1.5 − 3 photons emitted per hydrogen atom over a time interval corresponding to
the age of the Universe at z = 6. This strongly suggests that the epoch of reionization
was photon-starved and extended. Completion of reionization at or before z = 6
requires either an emissivity which rises towards higher redshifts or one which remains
constant but is dominated by sources with a rather hard spectral index. For standard
assumptions, the ionizing emissivity required for completion of reionization at or before
z = 6 lies at the upper end of recently reported values from searches for high redshift
galaxies at z = 8 − 10.

Key words: hydrodynamics - methods: numerical - intergalactic medium - quasars:
absorption lines - diffuse radiation.

1 INTRODUCTION

Hydrogen in the intergalactic medium (IGM) is maintained
in its highly ionized post-reionization state by the meta-
galactic ionizing background. This radiation is attributed to
the integrated UV emission shortward of the Lyman limit

! E-mail:jsb@mpa-garching.mpg.de
† E-mail:haehnelt@ast.cam.ac.uk

from young star forming galaxies and quasars, which is sub-
sequently filtered and reprocessed as it propagates through
the clumpy IGM (Haardt & Madau 1996; Fardal et al. 1998;
Madau et al. 1999). Observational constraints on the am-
plitude and spectral shape of the ionizing background
can be used to infer the relative abundances of differ-
ent UV photon emitting populations and their evolution
(Miralda-Escudé & Ostriker 1990; Meiksin & Madau 1993;
Bi & Davidsen 1997; Devriendt et al. 1998; Shull et al.
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Theoretical expectations:

From hydro-simulations
From GalForm
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ABSTRACT
We present the first results of hydrodynamical simulations that follow the formation of galax-
ies to the present day in nearly spherical regions of radius ∼ 20 h−1 Mpc drawn from the
Millennium Simulation (Springel et al.). The regions have mean overdensities that deviate by
(−2, −1, 0, +1,+2)σ from the cosmic mean, where σ is the rms mass fluctuation on a scale
of ∼ 20 h−1 Mpc at z = 1.5. The simulations have mass resolution of up to ∼ 106 h−1 M",
cover the entire range of large-scale cosmological environments, including rare objects such as
massive clusters and sparse voids, and allow extrapolation of statistics to the (500 h−1 Mpc)3
Millennium Simulation volume as a whole. They include gas cooling, photoheating from an
imposed ionising background, supernova feedback and galactic winds, but no AGN. In this
paper we focus on the star formation properties of the model. We find that the specific star for-
mation rate density at z ! 10 varies systematically from region to region by up to an order of
magnitude, but the global value, averaged over all volumes, closely reproduces observational
data. Massive, compact galaxies, similar to those observed in the GOODS fields (Wiklind et
al.), form in the overdense regions as early as z = 6, but do not appear in the underdense
regions until z ∼ 3. These environmental variations are not caused by a dependence of the
star formation properties on environment, but rather by a strong variation of the halo mass
function from one environment to another, with more massive haloes forming preferentially
in the denser regions. At all epochs, stars form most efficiently in haloes of circular velocity
vc ∼ 250 km s−1. However, the star-formation history exhibits a form of “downsizing” (even
in the absence of AGN feedback): the stars comprising massive galaxies at z = 0 have mostly
formed by z = 1 − 2, whilst those comprising smaller galaxies typically form at later times.
However, additional feedback is required to limit star formation in massive galaxies at late
times.

Key words: galaxies: abundances – galaxies: clusters: general – galaxies: formation – galax-
ies: intergalactic medium – methods: N -body simulations

! E-mail: rcrain@astro.swin.edu.au

1 INTRODUCTION

Numerical simulations have emerged, over the past two decades or
so, as a useful technique for modelling the formation and evolu-
tion of cosmic structures. In particular, they have yielded accurate
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ABSTRACT

We investigate the physics driving the cosmic star formation (SF) history using the
more than fifty large, cosmological, hydrodynamical simulations that together com-
prise the OverWhelmingly Large Simulations (OWLS) project. We systematically vary
the parameters of the model to determine which physical processes are dominant and
which aspects of the model are robust. Generically, we find that SF is limited by the
build-up of dark matter haloes at high redshift, reaches a broad maximum at inter-
mediate redshift, then decreases as it is quenched by lower cooling rates in hotter and
lower density gas, gas exhaustion, and self-regulated feedback from stars and black
holes. The higher redshift SF is therefore mostly determined by the cosmological pa-
rameters and to a lesser extent by photo-heating from reionization. The location and
height of the peak in the SF history, and the steepness of the decline towards the
present, depend on the physics and implementation of stellar and black hole feedback.
Mass loss from intermediate-mass stars and metal-line cooling both boost the SF rate
at late times. Galaxies form stars in a self-regulated fashion at a rate controlled by
the balance between, on the one hand, feedback from massive stars and black holes
and, on the other hand, gas cooling and accretion. Paradoxically, the SF rate is highly
insensitive to the assumed SF law. This can be understood in terms of self-regulation:
if the SF efficiency is changed, then galaxies adjust their gas fractions so as to achieve
the same rate of production of massive stars. Self-regulated feedback from accreting
black holes is required to match the steep decline in the observed SF rate below red-
shift two, although more extreme feedback from SF, for example in the form of a
top-heavy initial stellar mass function at high gas pressures, can help.

Key words: cosmology: theory – galaxies: formation – galaxies: evolution – stars:
formation

1 INTRODUCTION

The cosmic history of star formation (SF) is one of
the most fundamental observables of our Universe. Mea-
suring the global star formation rate (SFR) density
as a function of redshift has therefore long been one
of the primary goals of observational astronomy (e.g.
Lilly et al. 1996; Madau et al. 1996; Steidel et al. 1999;

! E-mail: schaye@strw.leidenuniv.nl

Ouchi et al. 2004; Schiminovich et al. 2005; Arnouts et al.
2005; Hopkins & Beacom 2006; Bouwens et al. 2007).

Modeling the cosmic star formation history (SFH) is
not an easy task because it depends on a complex inter-
play of physical processes and because a large range of halo
masses contributes. To predict the SFH within the context of
the cold dark matter cosmology, one must first get the dark
matter halo mass function right. These days this is the eas-
ier part, as the cosmological parameters are relatively well
constrained. Then one must model the rate at which gas
accretes, cools, collapses, and turns into stars. Even if one
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Chemical enrichment in cosmological, SPH simulations 15

Figure 10. The enrichment sampling problem. A: A star particle enriches its neighbouring gas particles (red). B: The energy released by massive stars within

the star particle drives its neighbours away. Because metals are stuck to particle the local metallicity in the shell fluctuates. C: Using kinetic feedback the

problem is worse because only a small fraction of the neighbours are kicked.

j. However, this is computationally more expensive and would in
any case only conserve metal mass if the time steps of all particles

were synchronized, which is not the case for GADGET. At the end

of the L025N512 (L100N512) runs the total smoothed metal mass

is 0.14% lower (3.7% higher) than the total particle metal mass. For

the lower resolution L025N128 (L100N128) run the total smoothed

metal mass is 3.6% higher (18% higher) than the total particle metal

mass. The use of smoothed abundances in simulations that include

star formation therefore results in a slight overestimate of the metal

mass, but the difference decreases rapidly with increasing resolu-

tion and is negligible at the resolution of our L025N512 simulation

(for which the total smoothed metal mass is actually smaller than

the total particle metal mass). However, note that we compared total

smoothed and particle metal masses in simulations that always used

smoothed abundances to compute the cooling rates, stellar lifetimes

and yields.

Because increased metal abundances will result in increased

cooling and thus increased star formation and increased metal pro-

duction, we expect the difference to increase if we compare the

total smoothed metal mass predicted by a simulation employing

smoothed abundances with the total particle metal mass predicted

by a simulation employing particle abundances. We have tested this

by comparing two L100N128 simulations. Indeed, we found that

at z = 0 the total smoothed metal mass in the simulation using
smoothed abundances was about 47% greater than the total particle

metal mass in the simulation using particle abundances.

As can be seen from Figure 11, the simulation that uses

smoothed abundances (red curve) produces about twice as many

stars as the simulation that used particle abundances (black curve).

We performed a further test to determine if the increase in the stel-

lar mass resulting from our use of smoothed abundances is due to

the non-conservation of metal mass or to the increased metal mix-

ing (i.e., metal cooling affects more particles). To this end we ran

another version of the L100N128 simulation that used smoothed

abundances but in which the smoothed abundances were multi-

plied by a factor 1/1.47 before passing them to the cooling rou-

tine. As can be seen from Figure 11 (blue curve), the result is much

closer to the simulation using smoothed abundances (but without

the reduction factor) than to the simulation using particle abun-

dances. Hence, the increase in the total stellar mass is mostly due

to the increase in the metal mixing. The fact that non-conservation

of metal mass is much less important than metal mixing and that

the mismatch between the total metal masses becomes very small

for our highest resolution simulations, support our decision to use

smoothed abundances during the simulations.

This example demonstrates that the poor performance of SPH

Figure 11. Stellar mass density as a function of redshift for 1283 ,

100 h−1 Mpc runs. The red curve shows the total stellar mass density
in L100N128 which employs smoothed abundances in the calculation of

the cooling rates. The black curve indicates the total particle metal mass

in a simulation that computed the cooling rates using particle abundances.

The use of smoothed abundances roughly doubles the stellar mass produced

by z = 0. The blue curve used smoothed abundances for the cooling after
multiplying them by a factor 0.68 to account for the difference in total metal

mass between the previous two runs. The fact that the blue curve is close

to the red one indicates that the increase in the stellar mass when using

smoothed abundances is mostly due to the increased metal mixing rather

than the small increase in the total metal mass.

with regards to metal sampling and mixing is an important problem

that can have a very large effect on the predicted star formation

history. On the other hand, we expect the differences to be smaller

for our higher resolution simulations.

In figure 12 we directly compare the z = 0 smoothed and par-
ticle metallicities in the L100N512 simulation. The contours show

the logarithm of the particle number density in the Zsm − Zpart

plane. The dashed line indicates 1-1 correspondence. The two

metallicities are strongly correlated for high metallicities. This is

expected, because high-metallicity gas will have been enriched by

many star particles during many time steps and we therefore ex-

pect the metals to be well mixed. For low particle metallicities,

however, the two metallicity definitions become essentially uncor-

related and the smoothed metallicities are typically higher than the

particle metallicities. This is because a single enriched particle can

give its neighbours a range of smoothed abundances depending on

their distances.

c© 0000 RAS, MNRAS 000, 000–000

ar
X

iv
:0

9
0
2
.1

5
3
5
v
1
  
[a

st
ro

-p
h
.C

O
] 

 1
0
 F

eb
 2

0
0
9

Mon. Not. R. Astron. Soc. 000, 000–000 (0000) Printed 11 February 2009 (MN LATEX style file v2.2)

Chemical enrichment in cosmological, smoothed particle

hydrodynamics simulations

Robert P. C. Wiersma,1! Joop Schaye,1 Tom Theuns,2,3 Claudio Dalla Vecchia,1

and Luca Tornatore4,5

1Leiden Observatory, Leiden University, P.O. Box 9513, 2300 RA Leiden, the Netherlands
2Institute for Computational Cosmology, Department of Physics, University of Durham, South Road, Durham, DH1 3LE, UK
3Department of Physics, University of Antwerp, Groenenborgerlaan 171, B-2020 Antwerpen, Belgium
4SISSA - International School for Advanced Studies, via Beirut, 4, I-34131 Trieste, Italy
5INFN - Istituto Nazionale di Fisica Nucleare, Trieste, Italy

11 February 2009

ABSTRACT

We present an implementation of stellar evolution and chemical feedback for smoothed parti-
cle hydrodynamics (SPH) simulations. We consider the timed release of individual elements
by both massive (Type II supernovae and stellar winds) and intermediate mass stars (Type Ia
supernovae and asymptotic giant branch stars). We illustrate the results of our method using
a suite of cosmological simulations that include new prescriptions for radiative cooling, star
formation, and galactic winds. Radiative cooling is implemented element-by-element, in the
presence of an ionizing radiation background, and we track all 11 elements that contribute
significantly to the radiative cooling.

While all simulations presented here use a single set of physical parameters, we take
specific care to investigate the robustness of the predictions of chemodynamical simulations
with respect to the ingredients, the methods, and the numerical convergence. A comparison of
nucleosynthetic yields taken from the literature indicates that relative abundance ratios may
only be reliable at the factor of two level, even for a fixed initial mass function. Abundances
relative to iron are even more uncertain because the rate of supernovae Ia is not well known.
We contrast two reasonable definitions of the metallicity of a resolution element and find
that while they agree for high metallicities, there are large differences at low metallicities.
We argue the discrepancy is indicative of the lack of metal mixing caused by the fact that
metals are stuck to particles. We argue that since this is a (numerical) sampling problem,
solving it using a poorly constrained physical process such as diffusion could have undesired
consequences. We demonstrate that the two metallicity definitions result in redshift z = 0

stellar masses that can differ by up to a factor of two, because of the sensitivity of the cooling
rates to the elemental abundances.

Finally, we use several 5123 particle simulations to investigate the evolution of the distri-
bution of heavy elements. We find that by z = 0 most of the metals are locked up in stars. The
gaseous metals are distributed over a very wide range of gas densities and temperatures. The
shock-heated warm-hot intergalactic medium has a relatively high metallicity of ∼ 10−1 Z"

that evolves only weakly and is therefore an important reservoir of metals. Any census aiming
to account for most of the metal mass will have to take a wide variety of objects and structures
into account.

Keywords: cosmology: theory — galaxies: abundances — galaxies: formation — intergalac-
tic medium — methods: numerical

! E-mail: wiersma@strw.leidenuniv.nl

1 INTRODUCTION

Nucleosynthetic processes within stars and supernovae (SNe)

change the abundances of elements in the Universe over time.

As stars release these elements back into the diffuse interstellar

medium (ISM) that surrounds them, subsequent generations of stars

c© 0000 RAS
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Table 2. List of main physics variations employed in the OWLS project. From left to right the columns show the simulation name,
whether or not the simulation was run in the 25 Mpc/h and 100 Mpc/h boxes respectively, the section number containing the description
of the model, and a very brief description of the changes in the model relative to the REF simulation. Except for the MILL runs, all
simulations that were run using the same box size used identical initial conditions.

Simulation L025 L100 Section Description

AGN
√ √

4.10 Includes AGN
DBLIMFCONTSFV1618

√ √
4.7.2 Top-heavy IMF at high pressure, cont. SF law, extra SN energy in wind velocity

DBLIMFV1618
√ √

4.7.2 Top-heavy IMF at high pressure, extra SN energy in wind velocity
DBLIMFCONTSFML14

√ √
4.7.2 Top-heavy IMF at high pressure, cont. SF law, extra SN energy in mass loading

DBLIMFML14
√ √

4.7.2 Top-heavy IMF at high pressure, extra SN energy in mass loading
EOS1p0

√ √
4.4 Slope of the effective EOS changed to γeff = 1

EOS1p67
√

- 4.4 Slope of the effective EOS changed to γeff = 5/3
IMFSALP

√ √
4.7.1 Salpeter (1955) IMF

IMFSALPML1
√

- 4.7.1 Salpeter (1955) IMF; wind mass loading η = 2/1.65
MILL

√ √
4.1 Millennium simulation cosmology, η = 4 (twice the SN energy of REF )

NOAGB NOSNIa -
√

4.6 No mass loss from AGB stars and SNIa
NOHeHEAT

√
- 4.3 No extra heat input around helium reionization

NOREION
√

- 4.3 No hydrogen reionization
NOSN

√ √
4.8 No SN energy feedback from SNe

NOSN NOZCOOL
√ √

4.2 No SN energy feedback from SNe and cooling assumes primordial abundances
NOZCOOL

√ √
4.2 Cooling assumes primordial abundances

REF
√ √

3 Reference model
REIONZ06

√
- 4.3 Hydrogen reionization occurs at z = 6

REIONZ12
√

- 4.3 Hydrogen reionization occurs at z = 12
SFAMPLx3

√
- 4.5.2 Normalization of Kennicutt-Schmidt SF law increased by a factor of 3

SFAMPLx6
√

- 4.5.2 Normalization of Kennicutt-Schmidt SF law increased by a factor of 6
SFSLOPE1p75

√
- 4.5.2 Slope of Kennicutt-Schmidt SF law increased to 1.75

SFTHRESZ
√

- 4.5.1 Critical density for onset of SF is a function of metallicity (Eq. 4)
SNIaGAUSS -

√
4.6 Gaussian SNIa delay function

WDENS
√ √

4.8.1 Wind mass loading and velocity depend on gas density (SN energy as REF )
WHYDRODEC

√
- 4.8.2 Wind particles are temporarily hydrodynamically decoupled

WML1V848
√ √

4.8.1 Wind mass loading η = 1, velocity vw = 848 km/s (SN energy as REF )
WML4

√ √
4.8 Wind mass loading η = 4 (twice the SN energy of REF )

WML4V424
√

- 4.8.1 Wind mass loading η = 4; wind velocity vw = 424 km/s (SN energy as REF )
WML8V300

√
- 4.8.1 Wind mass loading η = 8; wind velocity vw = 300 km/s (SN energy as REF )

WPOT
√ √

4.9 Wind mass loading and vel. vary with grav. potential (“Momentum-driven”)
WPOTNOKICK

√ √
4.9 Same as WPOT except that no extra velocity kick is given to winds

WTHERMAL
√

- 4.8.3 SN energy injected thermally
WVCIRC

√ √
4.9 Wind mass loading and vel. vary with halo circ. vel. (“Momentum-driven”)

The main differences with respect to the reference
model are the values of Ωb and σ8 which are, respectively, 8
and 22 percent higher for MILL than for REF. Both changes
are expected to increase the SFR. The higher value of σ8 has
a particularly large effect at high redshift, because structure
formation proceeds faster in the MILL cosmology. In order
to roughly match the peak in the observed SFH, we dou-
bled the mass loading factor to η = 4 for the SN driven
winds. Hence, the winds account for 80 percent of the avail-
able energy from SNe. To isolate the effect of cosmology,
we therefore compare the MILL simulation to model WML4
which employs the same wind parameters, but is otherwise
identical to the reference model.

Fig. 5 compares the SFHs in the MILL (dashed, red)
and WML4 (dot-dashed, blue) runs. The change from the
WMAP-3 to the MILL cosmology strongly boosts the SFR.
The difference increases with redshift from about 0.2 dex
at z = 0 to 0.34 dex at z = 2 (for both box sizes). By
z = 9 the difference has increased to 1.0 dex. Clearly, for a
quantitative comparison with observations, it is important
to use the correct cosmology. At high redshift, when the

haloes that dominate the SF in the simulation correspond
to rare fluctuations, the predicted cosmic SFR becomes ex-
tremely sensitive to the value of σ8. We will show in Haas
et al. (in preparation) that the differences are much smaller
for haloes of a fixed mass, which implies that the change in
the halo mass function accounts for most of the differences
in the SFHs predicted for the two cosmologies.

The olive, dotted curve in Fig. 5 shows the SFH pre-
dicted by the Galaxies-Intergalactic Medium Interaction
Calculation (GIMIC, Crain et al. 2009). GIMIC consists of
a series of hydrodynamical simulations that zoom in on
25 Mpc subvolumes of the 500 h−1 Mpc dark matter only
Millennium simulation and was run using the same code
and parameter values as MILL. Fig. 5 shows the SFH com-
puted from the weighted average of the five GIMIC sub-
volumes. The particle mass (gravitational softening) used
for the GIMIC runs7 is 8 (2) times larger than that of our
25 h−1 Mpc box and thus 8 (2) times smaller than for our

7 These are the numbers for the intermediate resolution GIMIC
runs. The high-resolution runs use the same particle masses and

c© 2007 RAS, MNRAS 000, 1–27
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Galaxies and the IGM across three quasar sightlines 43

Figure 19. The X-Y positions of gas and galaxies in the mean density region of the Gimic simulation at redshifts 0.25, 0.5 and 1.
Coordinates are in h−1 comoving Mpc and refer to the original Millennium positions. The dots show galaxies with stellar mass larger
than 6 × 1010 M". All galaxies in the 20 h−1 Mpc cubic region are plotted. Grayscale shows the total NHI (cm−2) in 200h−1 kpc ×
200h−1 kpc (comoving) bins, summed along the Z axis. The group of three dots in the top right of each panel shows the configuration
of triple sightlines at that redshift.

z = 0.352

At this redshift Lyα coverage begins for the spectrum of the
third sightline. There are two galaxies, the smallest separa-
tion for a QSO sightline is 900 kpc from sightline A. No Lyα
absorption is seen within 1000 km s−1, but spectra B and C
are noisy in this region.

z = 0.428

Three galaxies are seen, one within 730 kpc of sightlines A
and C, and 420 kpc of sightline B. Absorption is seen within
1000 km s−1 of the galaxies in sightlines A and C, but not
in sightline B.

c© 2009 RAS, MNRAS 000, 1–??
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AGN feedback in galaxy groups 11

Figure 7. K-band luminosity within r500 (Left) and of the BCG (Right) vs. uncorrected luminosity-weighted temperature. The points
with error bars on both luminosity and temperature represent the data of Lin & Mohr (2004; K-band luminosity) and Horner (2001;
X-ray temperature). The points with error bars only on the temperature represent the measurements of Rasmussen & Ponman (2009).
Feedback from supermassive BHs reduces the efficiency of star formation by approximately a factor of 4, bringing the predicted LK −TX

relation into good agreement with the observations.

tions have had varying degrees of success when it comes
to matching the observed properties of the hot gas. Con-
sistently, however, it has proved very difficult to construct
physical models that are able to match the stellar proper-
ties of groups and clusters. In particular, observed groups
and clusters show only a modest star formation efficiency
of ∼ 10% (i.e., only 10% of the baryonic mass is in the
form of stars; see, e.g., Balogh et al. 2008), whereas it is
not uncommon for cosmological hydrodynamic simulations
to yield much larger6 efficiencies of 30%-40%. This general
over-efficiency problem has been termed the ‘cooling crisis’
of cosmological simulations (Balogh et al. 2001).

It is important to recognize that this cooling crisis ap-
peared in, and still only strictly applies to, cosmological sim-
ulations that invoke feedback from supernovae winds (or no
feedback at all) but not from supermassive BHs. The recog-
nition in recent years that heat input from supermassive BHs
can significantly affect the properties of the gas, and there-
fore its ability to form stars, motivates us to re-examine the
star formation efficiency of groups in cosmological simula-
tions.

In Figure 7 we plot the K-band stellar luminosity within
r500 (left panel) and of the brightest group galaxy (right
panel) vs. the uncorrected luminosity-weighted mean X-ray
temperature. Because it is in the near-infrared, the K-band

6 We note here that an important factor in comparing differ-
ent cosmological simulations is whether or not the simulations
in question included radiative cooling losses due to metal lines.
As we will show in a forthcoming paper, simply changing from
primordial cooling rates to including metal-dependent radiative
cooling as well, can increase the stellar fraction by a factor of 2
or more.

luminosity is sensitive mainly to older stellar populations
and therefore should be a much better tracer of stellar mass
than, say, optical luminosities in the B or V bands. Fur-
thermore, it should be relatively unaffected by dust extinc-
tion. Shown for comparison is the observational data of Lin
& Mohr (2004; 2MASS K-band luminosities) and Horner
(2001; ASCA uncorrected X-ray temperatures). The K-band
luminosity of each star particle in the simulations is cal-
culated using their formation times and metallicities and
applying the simple stellar population models of Bruzual &
Charlot (2003), with no dust correction. The brightest group
galaxy (hereafter, the ‘BCG’) is identified by centroiding
on mock K-band surface brightness maps of the simulated
groups. When quoting properties of the BCG below, we are
referring to properties of the stars within 30 h−1 kpc of the
BCG centre. For comparison, the typical effective radius of
an observed BCG is 10-15 kpc (e.g., Shen et al. 2003).

From Fig. 7 it is immediately apparent that the REF
model produces far too many stars with respect to the ob-
servations. There are too many stars within r500, by approx-
imately a factor of 4, and too many within the BCG, by a
similar factor. This is the well known overcooling problem.
Inclusion of feedback from supermassive BHs, however, has
a dramatic effect on the ability of the gas to form stars. So
much so that the star formation efficiency is lowered by al-
most exactly the factor that is required to match the data.
Note that the parameters of the AGN feedback were not
tuned in any way to get this result (they were tuned to
match the normalisation of the observed BH scaling rela-
tions; BS09). Impressively, the slope of the observed relation
is also reproduced relatively well by the simulations. (Note
that the outliers in the LK−TX relation of the AGN run are,
as in Section 3.3.2, those systems which have anomalous cen-

Evidence for AGN in groups, 
McCarthy+, 10

Figure 3. Maps of the emission of a sample of twelve different soft X-ray lines, listed in table 1. All runs assume the same angular
resolution (15”) and thickness size (20 h−1 Mpc). The figure shows a zoom in on a region, with a comoving dimension of 14 h−1 Mpc,
or about 1.12 degrees on the sky, that includes the largest group in the simulation. The maximum of the colour scale has been set to a
fraction of the real maximum to enhance the emission of the weaker lines and of low density regions. The O VIII line is the strongest
emission line in the sample. Carbon, nitrogen, oxygen and neon lines best trace the distribution of the WHIM in filaments and in the
outskirts of groups, while lines from elements with higher atomic numers such as MgXII, SiXIII, SXV and FeXVII mostly trace dense
gas in large haloes.

z = 0.15 instead of z = 0.25. Their simulations have the
same box size of 100 h−1 Mpc as OWLS, but slightly lower
mass resolution and assume a WMAP1 cosmology (Spergel
et al. 2003), instead of WMAP3 as we do. Also, Furlanetto
et al. (2004) do not include metal cooling and have differ-
ent prescriptions for chemodynamics, star formation and SN
feedback.

Their C IV and OVI flux PDFs show substantial differ-
ences with our results. Similarly to what we do, Furlanetto
et al. (2004) estimate the emissivities of the UV lines us-
ing tables produced with CLOUDY 94, which include the
effect of photoionisation by a UV background. Their esti-

mated C IV and OVI emissivities are comparable to ours
(cfr. Figs. 1 and 2 of Furlanetto et al. 2004 with our Fig. 1).
However, the predicted fluxes differ by a large factor in the
two cases. Our fluxes appear to be significantly lower than
those of Furlanetto et al. (2004), especially at the high flux
end of the distribution. The predicted flux PDF of Furlan-
etto et al. (2004) is between 10-1000 times higher than the
OWLS one for fluxes higher than 1 − 10 photons s−1 cm−2

sr−1. The discrepancy somewhat decreases at lower fluxes.

Indeed, since our method to estimate the gas emission
is very similar to that of Furlanetto et al. (2004), the differ-
ence in the results could arise in different conditions in the

c© 2008 RAS, MNRAS 000, 1–23
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Figure 1. Transmitted flux PDF at z = 2, 2.5 and 3.0 (left to right) for LP, LUQAS and McDonald (2000) samples (red, blue and green symbols respectively).

The error bars on the LP data are obtained with the bootstrap procedure described in Lidz et al. (2006); LP and LUQAS data are generally very similar, except

at F ∼ 0 for z = 2.5, and at high flux values, F ∼ 1 for all z. The redshift extent of the McDonald data is larger than that of LP or LUQAS and so are not

directly comparable; they are higher at intermediate flux values, 0.1 < F < 0.8, but drop steeply close to the continuum, F ∼ 1. Light (dark) shaded regions

correspond to the dispersion in 20 (200) mock samples computed from the GIMIC simulations with the same redshift path as the LP data; the simulated

spectra are scaled to a given value of the mean transmission, 〈F 〉, indicated in each panel, and are ‘continuum fitted’(see text). LP and LUQAS data fall well
within the scatter of 20 mock simulation samples at each z, with the possible exception of the F = 0 bin at z = 2. All z = 3 data fall within the GIMIC

scatter for 200 samples. The insets show the mock sample that adjusts best the LUQAS PDF at each redshift. ZZZ The black line is not described (best fit

model?) I think the inset is still too small: may be you can try plotting the ratio LP/best fit simulation in a narrow strip below each panel?

relatively narrow: for the simulations we simply use a single red-

shift (2, 2.5 and 3). Noise and errors in the continuum fitting can

make the transmitted flux F < 0 or F > 1, we use the same
binning of the transmitted flux as McDonald et al. (2000): bins of

width 0.05 between F = 0.025 and F = 0.975, plus extra bins for
those pixels with F < 0.025 and F > 0.975. The TFPDF is then
normalized1 such that the sum of all values in all bins equals 1.

Observed and mock TPPDFs are compared at these three red-

shifts in Fig. 1: LP and LUQAS data2 are well within the scatter of

20 mock samples at all z, with a possible exception of the lowest
F ∼ 0 bin at z = 2; these data and those of McDonald et al. (2000)
agree given the variance in 200 GIMIC samples. The variance at

z ∼ 2.5 is smaller because the redshift path is longer. Given the
simulated scatter there is not evidence that the observed and simu-

lated TFPDFs are inconsistent at any z. The transmitted flux PDF is
sensitive to the details of the continuum level placement, the pres-

ence of strong lines, and to the mean transmitted flux assumed in

scaling the mock samples (see also Desjacques et al. (2007)): we

discuss each of these effects in turn.

Continuum placement and mean transmission In the mock

samples we of course know the continuum level exactly, and we

imposed a given value of 〈F 〉. In Fig. 2 we show how the mock

PDF changes for different values of 〈F 〉, and if each short spec-
trum (length of order 22 co-moving h−1Mpc) is ‘continuum fitted’,

1 Pixels with F < 0 or F > 1 are assigned to the first and last TFPDF

bins respectively, but the number of values in each bin is divided by the

same∆F = 0.05 bin width when normalising the histogram.
2 We re-iterate that the LP and LUQAS samples actually have several QSO

spectra in common, and part of the difference in their PDFs is due to the data

reduction.

by assuming the continuum to be always at a level of 0.98 ZZZ

this description does not make sense, mimicking continuum fit-

ting in high-resolution observations. The inset illustrates how con-

tinuum fitting affects the PDF at F ∼ 1 for our best fit value of
〈F 〉 = 0.71. For the observations, this corresponds to a change in
assumed continuum level of the order of 1 per cent ZZZZ: why

1 per cent??, which we think is well within the uncertainty as

judged from comparing continuum fits made by different experts

in the field. From this figure we conclude that uncertainties in con-

tinuum placement can explain the large differences in the observed

PDFs at F ∼ 1; and that given these uncertainties this part of the
PDF cannot constrain models very tightly (see also Meiksin et al.

(2001)). The large scatter in the PDF, for a given value of 〈F 〉,
also means that the 〈F 〉 cannot be determined accurately given the

current redshift path, and is 0.6
<
∼ 〈F 〉

<
∼ 0.81 at z = 3.

Strong lines Why is there such a large variance in 〈F 〉 be-
tween different QSO spectra at a given redshift? ‘Interestingly, the

simulations also show a large variance: the mean transmission in 20

mock GIMIC samples that each mimick the full LP redshift path,

varies between 0.6 and 0.81 at z = 3, even though each mock sam-
ple is chosen from the same simulation (with 〈F 〉 = 0.71). This
large scatter is due to strong absorption lines, which contribute sig-

nificantly to the mean opacity: the small number of strong lines per

QSO spectra introduces the observed scatter, as we now show (see

also Desjacques et al. (2007)).

We have used a simple criterion to identify ‘lines’ in the spec-

trum, as regions between two maxima in F ; we also demand that
the corresponding minimum is sufficiently different from the low-

est maximum to avoid identifying noise features as lines. This al-

gorithm assigns each pixel to a line, with given equivalent width,

W . We can now compute 〈F 〉 in a mock sample (or the LP data)

Transmission statistics of 
Lya forest, Theuns+, 10
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Figure 4. Left: Star formation rate density, ρ̇!(z), as a function of redshift in regions of different overdensity (colours), at intermediate (solid lines) and high
resolution (dashed lines). We have not run the +2σ simulation at high resolution. The vertical dotted lines denote the epochs of reionisation of hydrogen
(HI) and helium (HeII) respectively. The variation in ρ̇! amongst the large-scale environments is pronounced; the most extreme regions differ by an order of
magnitude at all epochs. Right: The evolution of the total SFR per unit mass, in regions of different large-scale overdensity. The persistent offsets demonstrate
that the increase of ρ̇! with large-scale overdensity does not arise purely because overdense regions enclose a greater mass.

account the mass fraction recycled during stellar evolution, an in-
tegral over ρ̇!(z) gives the present day cosmic stellar mass density
(e.g. Cole et al. 2001; Rudnick et al. 2003; Eke et al. 2005; Li &
White 2009). These are all quantities that are calculated in our sim-
ulations.

In this section we investigate the star formation history in our
simulations and how it varies from one GIMIC region to another.
We discuss the numerical convergence of our results and the na-
ture of the dominant contributors to the star formation activity at
high-redshift. The averaging technique described in the Appendix
is applied to construct an estimate of the global SFRD that can
be compared both to observations and to the results of the semi-
analytic calculations applied to the Millennium Simulation.

4.1 Large-scale environmental modulation

For each region we consider all gas particles within the sampling
sphere discussed in the Appendix, and use the volume of the sphere
to compute the star formation rate per unit volume, ρ̇!(z), shown in
Fig. 4. Comparison of the intermediate- and high-resolution simu-
lations shows that our results have not converged at z ! 6; the
high-resolution realisations exhibit significantly higher overall star
formation rates than their intermediate-resolution counterparts. At
later times, however, convergence of ρ̇!(z) is achieved to within
∼ 50 per cent, and inspection of the curves for the −2σ region re-
alisations demonstrates that this conclusion extends to the present
epoch.

The evolution of ρ̇!(z) may depend on resolution because the
simulation fails to form small mass haloes, and/or because the star
formation rate in the haloes that do form depends on resolution.
The particle mass of the high-resolution realisations was chosen so
that the Jeans mass in the photoionised IGM is marginally resolved.
Hence these simulations should be able to follow the formation of
all haloes in which the gas cools by atomic line cooling after reioni-
sation. We show later that the star formation rate for resolved haloes

is very similar at the two resolutions. We are therefore reasonably
confident that our estimate of ρ̇!(z) is close to numerically con-
verged in our high-resolution simulations for z < zreion = 9, but
clearly this is not the case in the intermediate-resolution realisa-
tions for z ! 6. The actual value of the star formation rate is, of
course, sensitive to our subgrid modelling, in particular to the im-
plementation of galactic winds. Note that the lack of high-redshift
agreement in the value of ρ̇! between the two resolutions has only
a small effect on the total amount of stars formed and on the dis-
tribution of stellar ages at low-redshift, because the duration of the
high redshift period before the values converge is small compared
to the age of today’s universe.

The main features of the star formation rate density in our
simulations are:

• ρ̇! increases with decreasing redshift, peaks at z ∼ 2− 3, and
then drops rapidly by a factor ∼ 6 to z = 0;
• the shape of ρ̇!(z) is similar for all regions;
• the amplitude of ρ̇!(z) varies by an order of magnitude be-

tween the most extreme regions, at all epochs.

The amplitude increases monotonically from the −2σ to the +2σ
region at all epochs, but the difference between the +1σ and the
+2σ regions is far smaller than the difference between the −2σ
and the−1σ regions. The large variations in the amplitude of ρ̇!(z)
between the different regions is not simply caused by the greater
mass contained in the higher density volumes. As shown in the right
hand panel of Fig. 4, higher σ regions also have a higher specific
star formation rate, Ṁstar/Mtotal (where Mtotal is the total mass
enclosed in each sphere). The SFR per unit mass still varies by
∼ 0.5 dex between the regions. We show later in Section 5.2 that
this is due to the different halo mass functions in regions of different
overdensity, and the variation in star formation efficiency with halo
mass.

A notable feature of the SFR in the high-resolution simula-
tions (dashed lines) is the kink in ρ̇! at z # 9, the epoch when

c© 2009 RAS, MNRAS 000, 1–23
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Figure 4. Upper panel: constraints on the rest-frame UV LF at z ∼ 8 from
the present Y105-dropout searches over our ultra-deep HUDF WFC3/IR field
(solid red circles, 1σ error bars, and upper limits). Also included is our UV
LF determination at z ∼ 7 from a z-dropout search over the same ultra-deep
WFC3/IR field (magenta lines and points: Oesch et al. 2010a) and also the
Bouwens et al. (2007) UV LF determinations at z ∼ 4, 5, and 6 (shown in blue,
green, and cyan lines and points). While the other UV LFs shown here were
derived at slightly different rest-frame wavelengths, their MUV,AB at 1700 Å is
essentially the same (! 0.1 mag: since star-forming dropout galaxies are very
flat in fν ). The dotted red line gives one possible Schechter-like LF that agrees
with our search results and adopts the Bouwens et al. (2008) scaling of M∗

with redshift. Lower panel: surface density of z ∼ 8 Y105-dropouts found in our
ultra-deep HUDF WFC3/IR field vs. H160-band magnitude. For comparison,
the surface density of Y105-dropouts one would expect assuming no evolution
from z ∼ 6 and z ∼ 7 is also plotted (shown with the red and magenta lines,
respectively: see Section 4.1). Also plotted (dotted black line) is the expected
surface density if one extrapolates the z ∼ 4–6 LF results of Bouwens et al.
(2008) to z ∼ 8, i.e., with a φ∗ of ∼0.0011 Mpc−3, α of −1.74, and a fainter
value of M∗.

4.2. Implications for the z ∼ 8 UV LF

The fact that the observed numbers are lower than predicted
assuming no evolution from z ∼ 6 suggests that the UV LF
continues to evolve from z ∼ 8. So, it is interesting to extrapolate
the LF results from Bouwens et al. (2008) to z ∼ 8—giving
M∗

UV = −19.45, φ∗ ∼ 0.0011 Mpc−3, and α ∼ −1.7—and
see what we find. Performing this exercise, we predict that five
Y105-dropouts would be found in the present search (shown with
the dotted black line in the lower panel of Figure 4). This is in
good agreement with the observed results.

We can further quantify the overall magnitude of this evolu-
tion. Using the Bouwens et al. (2008) LF parameterization as a
guide, we fix α = −1.74, φ∗ = 0.0011 Mpc−3, and then derive
confidence intervals on M∗

UV. For our Y105-dropout search, we
estimate that M∗

UV = −19.5 ± 0.3 AB mag. This is signifi-
cantly fainter than the M∗

UV = −20.2 ± 0.2 AB mag estimated
at z ∼ 6 or the M∗

UV = −21 AB mag at z ∼ 4.
Of course, given the size of the sample and lack of com-

plementary wide-area searches for bright z ∼ 8 sources, it is
difficult to constrain the shape of the z ∼ 8 UV LF. There-

Figure 5. Determinations of the UV luminosity density and SFR density,
integrated to 0.08 L∗

z=3 (−18.3 AB mag) as appropriate for the z ∼ 8 sample, as
a function of redshift. The large red circle shows the constraints we can set on
this density at z ∼ 8 from the current Y105-dropout search (see also Section 4.3).
The lower set of points (and blue region) show the SFR density determination
inferred directly from the UV light, and the upper set of points (and orange
region) show what one would infer using dust corrections inferred from the
UV-continuum slope measurements (e.g., Bouwens et al. 2009, 2010). Note
that the dust correction is essentially zero at z > 6. Also included in this figure
are the determinations at z ∼ 7 from the HUDF WFC3/IR z-dropout search
(Oesch et al. 2010a: solid red square), the Bouwens et al. (2007) determination
at z ∼ 4–6 (open red circles), the Reddy & Steidel (2009) determinations at
z ∼ 2–3 (green crosses), and the Schiminovich et al. (2005) determinations at
z ! 2 (black hexagons). A systematic increase in the SFR density from z ∼ 8
to z ∼ 2 is clear.

fore, we simply consider the stepwise LF at z ∼ 8. We divide
our dropout sample into 0.5 mag bins, compute the equivalent
absolute magnitudes in each of these bins, and then divide the
observed number of sources in each bin by the effective selec-
tion volume, which are estimated using the same simulations
described in Section 4.1. These stepwise LF determinations are
presented in Figure 4, with the LFs at z ∼ 4–7 (Bouwens et al.
2007; Oesch et al. 2010a) shown for context. The 1σ upper
limits on the volume density of luminous z ∼ 8 sources are
also shown. It would appear that the UV LF only shows very
weak evolution at low luminosities (∼ −18.3 AB mag). This is
in contrast to the dramatic evolution observed at the bright end
from z ∼ 7 to z ∼ 4 (see, e.g., the discussion in Shimasaku
et al. 2005; Bouwens et al. 2008).

4.3. Constraints on the UV Luminosity Density/SFR Density
at z ∼ 8

Finally, we calculate the luminosity densities (and unobscured
star formation rate (SFR) densities) at z ∼ 8 implied by these
constraints on the rest-frame UV LF. For the luminosity density
at z ∼ 8, we simply integrate the stepwise z ∼ 8 LF shown
in Figure 4. We convert these UV luminosity densities into the
equivalent unobscured SFR densities using the Madau et al.
(1998) prescription. Our results for UV luminosity densities
and SFR densities (all integrated down to −18.3 AB mag, or
0.08 L∗

z=3) can be summarized as follows: for the z ∼ 8.2
Y-dropout sample, the luminosity density is 25.18 ± 0.24, the
SFR density is −2.72 ± 0.24; for the z ∼ 7 z-dropout sample
(from the z ∼ 7 UV LF from Oesch et al. 2010a), the luminosity
density is 25.73 ± 0.16, the SFR density is −2.17 ± 0.16 (all
values are log10). The units on the luminosity and SFR densities
(both comoving) are erg s−1 Hz−1 Mpc−3 and M$ Mpc−3 yr−1,
respectively. The dust correction is taken to be 0, given the very
blue βs (see also Bouwens et al. 2009, 2010). The results are
also presented in Figure 5.

Bouwens et al
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Figure 4. Left: Star formation rate density, ρ̇!(z), as a function of redshift in regions of different overdensity (colours), at intermediate (solid lines) and high
resolution (dashed lines). We have not run the +2σ simulation at high resolution. The vertical dotted lines denote the epochs of reionisation of hydrogen
(HI) and helium (HeII) respectively. The variation in ρ̇! amongst the large-scale environments is pronounced; the most extreme regions differ by an order of
magnitude at all epochs. Right: The evolution of the total SFR per unit mass, in regions of different large-scale overdensity. The persistent offsets demonstrate
that the increase of ρ̇! with large-scale overdensity does not arise purely because overdense regions enclose a greater mass.

account the mass fraction recycled during stellar evolution, an in-
tegral over ρ̇!(z) gives the present day cosmic stellar mass density
(e.g. Cole et al. 2001; Rudnick et al. 2003; Eke et al. 2005; Li &
White 2009). These are all quantities that are calculated in our sim-
ulations.

In this section we investigate the star formation history in our
simulations and how it varies from one GIMIC region to another.
We discuss the numerical convergence of our results and the na-
ture of the dominant contributors to the star formation activity at
high-redshift. The averaging technique described in the Appendix
is applied to construct an estimate of the global SFRD that can
be compared both to observations and to the results of the semi-
analytic calculations applied to the Millennium Simulation.

4.1 Large-scale environmental modulation

For each region we consider all gas particles within the sampling
sphere discussed in the Appendix, and use the volume of the sphere
to compute the star formation rate per unit volume, ρ̇!(z), shown in
Fig. 4. Comparison of the intermediate- and high-resolution simu-
lations shows that our results have not converged at z ! 6; the
high-resolution realisations exhibit significantly higher overall star
formation rates than their intermediate-resolution counterparts. At
later times, however, convergence of ρ̇!(z) is achieved to within
∼ 50 per cent, and inspection of the curves for the −2σ region re-
alisations demonstrates that this conclusion extends to the present
epoch.

The evolution of ρ̇!(z) may depend on resolution because the
simulation fails to form small mass haloes, and/or because the star
formation rate in the haloes that do form depends on resolution.
The particle mass of the high-resolution realisations was chosen so
that the Jeans mass in the photoionised IGM is marginally resolved.
Hence these simulations should be able to follow the formation of
all haloes in which the gas cools by atomic line cooling after reioni-
sation. We show later that the star formation rate for resolved haloes

is very similar at the two resolutions. We are therefore reasonably
confident that our estimate of ρ̇!(z) is close to numerically con-
verged in our high-resolution simulations for z < zreion = 9, but
clearly this is not the case in the intermediate-resolution realisa-
tions for z ! 6. The actual value of the star formation rate is, of
course, sensitive to our subgrid modelling, in particular to the im-
plementation of galactic winds. Note that the lack of high-redshift
agreement in the value of ρ̇! between the two resolutions has only
a small effect on the total amount of stars formed and on the dis-
tribution of stellar ages at low-redshift, because the duration of the
high redshift period before the values converge is small compared
to the age of today’s universe.

The main features of the star formation rate density in our
simulations are:

• ρ̇! increases with decreasing redshift, peaks at z ∼ 2− 3, and
then drops rapidly by a factor ∼ 6 to z = 0;
• the shape of ρ̇!(z) is similar for all regions;
• the amplitude of ρ̇!(z) varies by an order of magnitude be-

tween the most extreme regions, at all epochs.

The amplitude increases monotonically from the −2σ to the +2σ
region at all epochs, but the difference between the +1σ and the
+2σ regions is far smaller than the difference between the −2σ
and the−1σ regions. The large variations in the amplitude of ρ̇!(z)
between the different regions is not simply caused by the greater
mass contained in the higher density volumes. As shown in the right
hand panel of Fig. 4, higher σ regions also have a higher specific
star formation rate, Ṁstar/Mtotal (where Mtotal is the total mass
enclosed in each sphere). The SFR per unit mass still varies by
∼ 0.5 dex between the regions. We show later in Section 5.2 that
this is due to the different halo mass functions in regions of different
overdensity, and the variation in star formation efficiency with halo
mass.

A notable feature of the SFR in the high-resolution simula-
tions (dashed lines) is the kink in ρ̇! at z # 9, the epoch when
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Figure 4. Upper panel: constraints on the rest-frame UV LF at z ∼ 8 from
the present Y105-dropout searches over our ultra-deep HUDF WFC3/IR field
(solid red circles, 1σ error bars, and upper limits). Also included is our UV
LF determination at z ∼ 7 from a z-dropout search over the same ultra-deep
WFC3/IR field (magenta lines and points: Oesch et al. 2010a) and also the
Bouwens et al. (2007) UV LF determinations at z ∼ 4, 5, and 6 (shown in blue,
green, and cyan lines and points). While the other UV LFs shown here were
derived at slightly different rest-frame wavelengths, their MUV,AB at 1700 Å is
essentially the same (! 0.1 mag: since star-forming dropout galaxies are very
flat in fν ). The dotted red line gives one possible Schechter-like LF that agrees
with our search results and adopts the Bouwens et al. (2008) scaling of M∗

with redshift. Lower panel: surface density of z ∼ 8 Y105-dropouts found in our
ultra-deep HUDF WFC3/IR field vs. H160-band magnitude. For comparison,
the surface density of Y105-dropouts one would expect assuming no evolution
from z ∼ 6 and z ∼ 7 is also plotted (shown with the red and magenta lines,
respectively: see Section 4.1). Also plotted (dotted black line) is the expected
surface density if one extrapolates the z ∼ 4–6 LF results of Bouwens et al.
(2008) to z ∼ 8, i.e., with a φ∗ of ∼0.0011 Mpc−3, α of −1.74, and a fainter
value of M∗.

4.2. Implications for the z ∼ 8 UV LF

The fact that the observed numbers are lower than predicted
assuming no evolution from z ∼ 6 suggests that the UV LF
continues to evolve from z ∼ 8. So, it is interesting to extrapolate
the LF results from Bouwens et al. (2008) to z ∼ 8—giving
M∗

UV = −19.45, φ∗ ∼ 0.0011 Mpc−3, and α ∼ −1.7—and
see what we find. Performing this exercise, we predict that five
Y105-dropouts would be found in the present search (shown with
the dotted black line in the lower panel of Figure 4). This is in
good agreement with the observed results.

We can further quantify the overall magnitude of this evolu-
tion. Using the Bouwens et al. (2008) LF parameterization as a
guide, we fix α = −1.74, φ∗ = 0.0011 Mpc−3, and then derive
confidence intervals on M∗

UV. For our Y105-dropout search, we
estimate that M∗

UV = −19.5 ± 0.3 AB mag. This is signifi-
cantly fainter than the M∗

UV = −20.2 ± 0.2 AB mag estimated
at z ∼ 6 or the M∗

UV = −21 AB mag at z ∼ 4.
Of course, given the size of the sample and lack of com-

plementary wide-area searches for bright z ∼ 8 sources, it is
difficult to constrain the shape of the z ∼ 8 UV LF. There-

Figure 5. Determinations of the UV luminosity density and SFR density,
integrated to 0.08 L∗

z=3 (−18.3 AB mag) as appropriate for the z ∼ 8 sample, as
a function of redshift. The large red circle shows the constraints we can set on
this density at z ∼ 8 from the current Y105-dropout search (see also Section 4.3).
The lower set of points (and blue region) show the SFR density determination
inferred directly from the UV light, and the upper set of points (and orange
region) show what one would infer using dust corrections inferred from the
UV-continuum slope measurements (e.g., Bouwens et al. 2009, 2010). Note
that the dust correction is essentially zero at z > 6. Also included in this figure
are the determinations at z ∼ 7 from the HUDF WFC3/IR z-dropout search
(Oesch et al. 2010a: solid red square), the Bouwens et al. (2007) determination
at z ∼ 4–6 (open red circles), the Reddy & Steidel (2009) determinations at
z ∼ 2–3 (green crosses), and the Schiminovich et al. (2005) determinations at
z ! 2 (black hexagons). A systematic increase in the SFR density from z ∼ 8
to z ∼ 2 is clear.

fore, we simply consider the stepwise LF at z ∼ 8. We divide
our dropout sample into 0.5 mag bins, compute the equivalent
absolute magnitudes in each of these bins, and then divide the
observed number of sources in each bin by the effective selec-
tion volume, which are estimated using the same simulations
described in Section 4.1. These stepwise LF determinations are
presented in Figure 4, with the LFs at z ∼ 4–7 (Bouwens et al.
2007; Oesch et al. 2010a) shown for context. The 1σ upper
limits on the volume density of luminous z ∼ 8 sources are
also shown. It would appear that the UV LF only shows very
weak evolution at low luminosities (∼ −18.3 AB mag). This is
in contrast to the dramatic evolution observed at the bright end
from z ∼ 7 to z ∼ 4 (see, e.g., the discussion in Shimasaku
et al. 2005; Bouwens et al. 2008).

4.3. Constraints on the UV Luminosity Density/SFR Density
at z ∼ 8

Finally, we calculate the luminosity densities (and unobscured
star formation rate (SFR) densities) at z ∼ 8 implied by these
constraints on the rest-frame UV LF. For the luminosity density
at z ∼ 8, we simply integrate the stepwise z ∼ 8 LF shown
in Figure 4. We convert these UV luminosity densities into the
equivalent unobscured SFR densities using the Madau et al.
(1998) prescription. Our results for UV luminosity densities
and SFR densities (all integrated down to −18.3 AB mag, or
0.08 L∗

z=3) can be summarized as follows: for the z ∼ 8.2
Y-dropout sample, the luminosity density is 25.18 ± 0.24, the
SFR density is −2.72 ± 0.24; for the z ∼ 7 z-dropout sample
(from the z ∼ 7 UV LF from Oesch et al. 2010a), the luminosity
density is 25.73 ± 0.16, the SFR density is −2.17 ± 0.16 (all
values are log10). The units on the luminosity and SFR densities
(both comoving) are erg s−1 Hz−1 Mpc−3 and M$ Mpc−3 yr−1,
respectively. The dust correction is taken to be 0, given the very
blue βs (see also Bouwens et al. 2009, 2010). The results are
also presented in Figure 5.
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Figure 4. Left: Star formation rate density, ρ̇!(z), as a function of redshift in regions of different overdensity (colours), at intermediate (solid lines) and high
resolution (dashed lines). We have not run the +2σ simulation at high resolution. The vertical dotted lines denote the epochs of reionisation of hydrogen
(HI) and helium (HeII) respectively. The variation in ρ̇! amongst the large-scale environments is pronounced; the most extreme regions differ by an order of
magnitude at all epochs. Right: The evolution of the total SFR per unit mass, in regions of different large-scale overdensity. The persistent offsets demonstrate
that the increase of ρ̇! with large-scale overdensity does not arise purely because overdense regions enclose a greater mass.

account the mass fraction recycled during stellar evolution, an in-
tegral over ρ̇!(z) gives the present day cosmic stellar mass density
(e.g. Cole et al. 2001; Rudnick et al. 2003; Eke et al. 2005; Li &
White 2009). These are all quantities that are calculated in our sim-
ulations.

In this section we investigate the star formation history in our
simulations and how it varies from one GIMIC region to another.
We discuss the numerical convergence of our results and the na-
ture of the dominant contributors to the star formation activity at
high-redshift. The averaging technique described in the Appendix
is applied to construct an estimate of the global SFRD that can
be compared both to observations and to the results of the semi-
analytic calculations applied to the Millennium Simulation.

4.1 Large-scale environmental modulation

For each region we consider all gas particles within the sampling
sphere discussed in the Appendix, and use the volume of the sphere
to compute the star formation rate per unit volume, ρ̇!(z), shown in
Fig. 4. Comparison of the intermediate- and high-resolution simu-
lations shows that our results have not converged at z ! 6; the
high-resolution realisations exhibit significantly higher overall star
formation rates than their intermediate-resolution counterparts. At
later times, however, convergence of ρ̇!(z) is achieved to within
∼ 50 per cent, and inspection of the curves for the −2σ region re-
alisations demonstrates that this conclusion extends to the present
epoch.

The evolution of ρ̇!(z) may depend on resolution because the
simulation fails to form small mass haloes, and/or because the star
formation rate in the haloes that do form depends on resolution.
The particle mass of the high-resolution realisations was chosen so
that the Jeans mass in the photoionised IGM is marginally resolved.
Hence these simulations should be able to follow the formation of
all haloes in which the gas cools by atomic line cooling after reioni-
sation. We show later that the star formation rate for resolved haloes

is very similar at the two resolutions. We are therefore reasonably
confident that our estimate of ρ̇!(z) is close to numerically con-
verged in our high-resolution simulations for z < zreion = 9, but
clearly this is not the case in the intermediate-resolution realisa-
tions for z ! 6. The actual value of the star formation rate is, of
course, sensitive to our subgrid modelling, in particular to the im-
plementation of galactic winds. Note that the lack of high-redshift
agreement in the value of ρ̇! between the two resolutions has only
a small effect on the total amount of stars formed and on the dis-
tribution of stellar ages at low-redshift, because the duration of the
high redshift period before the values converge is small compared
to the age of today’s universe.

The main features of the star formation rate density in our
simulations are:

• ρ̇! increases with decreasing redshift, peaks at z ∼ 2− 3, and
then drops rapidly by a factor ∼ 6 to z = 0;
• the shape of ρ̇!(z) is similar for all regions;
• the amplitude of ρ̇!(z) varies by an order of magnitude be-

tween the most extreme regions, at all epochs.

The amplitude increases monotonically from the −2σ to the +2σ
region at all epochs, but the difference between the +1σ and the
+2σ regions is far smaller than the difference between the −2σ
and the−1σ regions. The large variations in the amplitude of ρ̇!(z)
between the different regions is not simply caused by the greater
mass contained in the higher density volumes. As shown in the right
hand panel of Fig. 4, higher σ regions also have a higher specific
star formation rate, Ṁstar/Mtotal (where Mtotal is the total mass
enclosed in each sphere). The SFR per unit mass still varies by
∼ 0.5 dex between the regions. We show later in Section 5.2 that
this is due to the different halo mass functions in regions of different
overdensity, and the variation in star formation efficiency with halo
mass.

A notable feature of the SFR in the high-resolution simula-
tions (dashed lines) is the kink in ρ̇! at z # 9, the epoch when

c© 2009 RAS, MNRAS 000, 1–23
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Figure 4. Upper panel: constraints on the rest-frame UV LF at z ∼ 8 from
the present Y105-dropout searches over our ultra-deep HUDF WFC3/IR field
(solid red circles, 1σ error bars, and upper limits). Also included is our UV
LF determination at z ∼ 7 from a z-dropout search over the same ultra-deep
WFC3/IR field (magenta lines and points: Oesch et al. 2010a) and also the
Bouwens et al. (2007) UV LF determinations at z ∼ 4, 5, and 6 (shown in blue,
green, and cyan lines and points). While the other UV LFs shown here were
derived at slightly different rest-frame wavelengths, their MUV,AB at 1700 Å is
essentially the same (! 0.1 mag: since star-forming dropout galaxies are very
flat in fν ). The dotted red line gives one possible Schechter-like LF that agrees
with our search results and adopts the Bouwens et al. (2008) scaling of M∗

with redshift. Lower panel: surface density of z ∼ 8 Y105-dropouts found in our
ultra-deep HUDF WFC3/IR field vs. H160-band magnitude. For comparison,
the surface density of Y105-dropouts one would expect assuming no evolution
from z ∼ 6 and z ∼ 7 is also plotted (shown with the red and magenta lines,
respectively: see Section 4.1). Also plotted (dotted black line) is the expected
surface density if one extrapolates the z ∼ 4–6 LF results of Bouwens et al.
(2008) to z ∼ 8, i.e., with a φ∗ of ∼0.0011 Mpc−3, α of −1.74, and a fainter
value of M∗.

4.2. Implications for the z ∼ 8 UV LF

The fact that the observed numbers are lower than predicted
assuming no evolution from z ∼ 6 suggests that the UV LF
continues to evolve from z ∼ 8. So, it is interesting to extrapolate
the LF results from Bouwens et al. (2008) to z ∼ 8—giving
M∗

UV = −19.45, φ∗ ∼ 0.0011 Mpc−3, and α ∼ −1.7—and
see what we find. Performing this exercise, we predict that five
Y105-dropouts would be found in the present search (shown with
the dotted black line in the lower panel of Figure 4). This is in
good agreement with the observed results.

We can further quantify the overall magnitude of this evolu-
tion. Using the Bouwens et al. (2008) LF parameterization as a
guide, we fix α = −1.74, φ∗ = 0.0011 Mpc−3, and then derive
confidence intervals on M∗

UV. For our Y105-dropout search, we
estimate that M∗

UV = −19.5 ± 0.3 AB mag. This is signifi-
cantly fainter than the M∗

UV = −20.2 ± 0.2 AB mag estimated
at z ∼ 6 or the M∗

UV = −21 AB mag at z ∼ 4.
Of course, given the size of the sample and lack of com-

plementary wide-area searches for bright z ∼ 8 sources, it is
difficult to constrain the shape of the z ∼ 8 UV LF. There-

Figure 5. Determinations of the UV luminosity density and SFR density,
integrated to 0.08 L∗

z=3 (−18.3 AB mag) as appropriate for the z ∼ 8 sample, as
a function of redshift. The large red circle shows the constraints we can set on
this density at z ∼ 8 from the current Y105-dropout search (see also Section 4.3).
The lower set of points (and blue region) show the SFR density determination
inferred directly from the UV light, and the upper set of points (and orange
region) show what one would infer using dust corrections inferred from the
UV-continuum slope measurements (e.g., Bouwens et al. 2009, 2010). Note
that the dust correction is essentially zero at z > 6. Also included in this figure
are the determinations at z ∼ 7 from the HUDF WFC3/IR z-dropout search
(Oesch et al. 2010a: solid red square), the Bouwens et al. (2007) determination
at z ∼ 4–6 (open red circles), the Reddy & Steidel (2009) determinations at
z ∼ 2–3 (green crosses), and the Schiminovich et al. (2005) determinations at
z ! 2 (black hexagons). A systematic increase in the SFR density from z ∼ 8
to z ∼ 2 is clear.

fore, we simply consider the stepwise LF at z ∼ 8. We divide
our dropout sample into 0.5 mag bins, compute the equivalent
absolute magnitudes in each of these bins, and then divide the
observed number of sources in each bin by the effective selec-
tion volume, which are estimated using the same simulations
described in Section 4.1. These stepwise LF determinations are
presented in Figure 4, with the LFs at z ∼ 4–7 (Bouwens et al.
2007; Oesch et al. 2010a) shown for context. The 1σ upper
limits on the volume density of luminous z ∼ 8 sources are
also shown. It would appear that the UV LF only shows very
weak evolution at low luminosities (∼ −18.3 AB mag). This is
in contrast to the dramatic evolution observed at the bright end
from z ∼ 7 to z ∼ 4 (see, e.g., the discussion in Shimasaku
et al. 2005; Bouwens et al. 2008).

4.3. Constraints on the UV Luminosity Density/SFR Density
at z ∼ 8

Finally, we calculate the luminosity densities (and unobscured
star formation rate (SFR) densities) at z ∼ 8 implied by these
constraints on the rest-frame UV LF. For the luminosity density
at z ∼ 8, we simply integrate the stepwise z ∼ 8 LF shown
in Figure 4. We convert these UV luminosity densities into the
equivalent unobscured SFR densities using the Madau et al.
(1998) prescription. Our results for UV luminosity densities
and SFR densities (all integrated down to −18.3 AB mag, or
0.08 L∗

z=3) can be summarized as follows: for the z ∼ 8.2
Y-dropout sample, the luminosity density is 25.18 ± 0.24, the
SFR density is −2.72 ± 0.24; for the z ∼ 7 z-dropout sample
(from the z ∼ 7 UV LF from Oesch et al. 2010a), the luminosity
density is 25.73 ± 0.16, the SFR density is −2.17 ± 0.16 (all
values are log10). The units on the luminosity and SFR densities
(both comoving) are erg s−1 Hz−1 Mpc−3 and M$ Mpc−3 yr−1,
respectively. The dust correction is taken to be 0, given the very
blue βs (see also Bouwens et al. 2009, 2010). The results are
also presented in Figure 5.

Bouwens et al

Crain et al
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Figure 1. The effect of the box size on the cosmic SFH. The
curves show the cosmic SFR density as a function of redshift
(bottom x-axis) and lookback time (top x-axis) for different sim-
ulations of the reference model. The data points show the compi-
lation of observations from Hopkins & Beacom (2006), converted
to our IMF and cosmology. The black curves extending down
to z = 0 are for simulations that use the same numerical reso-
lution as model REF L100N512. The red curves, which do not
continue to z = 0, correspond to runs with the resolution of
REF L025N512. A 25 Mpc/h box is sufficiently large to obtain a
converged prediction for the SFH down to z = 0.

show these data points and at least one of the two fiducial
runs in all subsequent figures.

Focusing first on the L100 runs (black curves) we see
a sharp rise at high redshift, a peak at z ≈ 2 followed by a
steady decline to z = 0. Qualitatively this matches the data,
although the simulations clearly underestimate the SFR be-
yond the peak as well as the steepness of the decline below
z = 1. Note that the height of the peak, i.e. the maximum
SFR, is sensitive to the fraction of the SN energy that is used
to generate galactic winds. While we fixed the wind velocity
to 600 kms−1 based on other considerations (see Dalla Vec-
chia & Schaye 2008), the mass loading η = 2 (which corre-
sponds to 40 percent of the SN energy for vw = 600 kms−1),
was chosen partly because it gives roughly the right max-
imum SFR. We will show later that the underestimate of
the SFR at z > 3 can be attributed to a lack of numerical
resolution, while the overestimate of the SFR at z < 0.5
reflects the fact that our galactic winds cannot suppress SF
in massive galaxies.

Comparing the three black curves extending to z = 0,
which correspond to box sizes of 25, 50, and 100 Mpc/h,
we see that even a 25 Mpc/h box is large enough to obtain
a converged estimate for the cosmic SFH. This is perhaps
surprising, as there clearly exist structures that are greater
than this. Apparently, rare objects like clusters of galaxies
do not contribute significantly to the mean SFR. This is
consistent with Crain et al. (2009), who used zoomed sim-
ulations to show that while the SFR in different 25 Mpc/h
regions varies by up to an order of magnitude, the SFH in
a region of this size whose mean density equals the cosmic
mean closely tracks the global SFH.

Comparing the three red curves that end at higher red-
shifts, which correspond to box sizes of 6.125, 12.5 and
25 Mpc/h and particle masses that are 64 times smaller

than those used for the black curves, we see that while
a 12.5 Mpc/h box is nearly sufficiently large for z > 2,
6.125 Mpc/h is clearly insufficient to obtain a converged
estimate of the SFH.

Now that we have established that our fiducial box sizes
are sufficiently large, we turn our attention to the conver-
gence with respect to resolution.

3.2.2 Numerical resolution

While the simulation box limits the maximum sizes of the
structures that can form, numerical resolution may even af-
fect the properties of common objects. For example, hydro-
dynamical simulations that do not resolve the Jeans scales
may underestimate the fraction of mass in collapsed struc-
tures and thus the SFR. Moreover, we cannot expect to form
dark matter haloes whose masses are comparable or smaller
than the particle mass.

Before showing the results of the convergence tests, it is
useful to consider what to expect. The L025N512 model has
a dark matter particle mass of mdm ≈ 6 × 106 M"/h. From
a comparison of the mass functions of dark matter only sim-
ulations, we find that ∼ 102 particles are needed to robustly
define a halo. Thus, we expect the halo mass function to
be converged for M > 6 × 108 M"/h. Except near and be-
fore reionization, haloes of lower masses are not expected
to contribute significantly to the cosmic SFR. The particle
mass for L100N512 is 64 times greater and we can thus only
probe the mass function down to M ∼ 4× 1010 M"/h. This
will lead us to underestimate the SFR at z >∼ 3 (e.g. Crain
et al. 2009).

Let us now consider the hydrodynamics. The Jeans
scales depend on the density and the temperature of the gas.
The temperature of substantially overdense5 gas is >∼ 104 K
in our simulations. In reality, gas at interstellar densities
(nH >∼ 10−1 cm−3) is sufficiently dense and self-shielded to

form a cold (T $ 104 K), gas phase, allowing it to form
stars (Schaye 2004). However, our simulations impose an ef-
fective EOS for gas with densities exceeding our SF thresh-
old of nH = 10−1 cm−3. For our EOS (P ∝ ρ4/3) the Jeans
mass is independent of the density. Hence, if we resolve the
Jeans mass at the SF threshold, we resolve it everywhere.
The Jeans mass is given by

MJ ≈ 1×107 h−1 M"f3/2
g

(
nH

10−1 cm−3

)−1/2 (
T

104 K

)3/2

,(1)

where fg is the local gas fraction. Thus, we do not expect
convergence unless the gas particle mass mg $ 107 M". To
achieve convergence, a simulation will, however, also need
to resolve the Jeans length LJ. This implies that the max-
imum, proper gravitational softening, εprop, must be small
compared with the Jeans Length

LJ ≈ 1.5 h−1 kpc f1/2
g

(
nH

10−1 cm−3

)−1/2 (
T

104 K

)1/2

. (2)

Note that since LJ scales as LJ ∝ ρ−1/3 for our EOS, εprop

5 Gas with very low overdensities can have temperatures substan-
tially below 104 K due to the adiabatic Hubble expansion, but the
Jeans scales corresponding to these low densities are nevertheless
large.

c© 2007 RAS, MNRAS 000, 1–24
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Figure 3. The effect of cosmology on the cosmic SFH. The
curves show the cosmic SFR density as a function of redshift
(bottom x-axis) and lookback time (top x-axis) for models MILL
(red, dashed) and WML4 (blue, dot-dashed). For comparison,
the results for the reference model are also shown (black, solid).
Results are shown for both the 25 and the 100 Mpc/h boxes,
with the smaller box predicting higher SFRs at high redshift.
All simulations used 2 × 5123 particles. The data points show
the compilation of observations from Hopkins & Beacom (2006),
converted to our IMF and our fiducial cosmology. Models MILL
and WML4 differ only in terms of the assumed cosmology. In
particular, model MILL assumes values for Ωb and σ8 that are,
respectively, 8 and 22 per cent higher than our fiducial values.
Both MILL and WML4 assume that the wind mass loading, and
hence the fraction of the SN energy that is injected in the form of
winds, is twice as high as for model REF. Note that the lookback
time axis (top x-axis) applies only to the REF cosmology. Al-
though the data points assume the REF cosmology, they would
be very similar for the MILL cosmology. Compared to our fidu-
cial WMAP-3 cosmology, the MILL cosmology predicts far higher
SFRs, particularly at high redshift.

4.1 Cosmology

To investigate the dependence on cosmology and in order to
facilitate comparisons to earlier work, we vary the cosmo-
logical parameters from our fiducial WMAP 3-year values
(Spergel et al. 2007) to the so-called ‘concordance cosmol-
ogy’, used in many studies including the Millennium Sim-
ulation (Springel et al. 2005b). We refer to this latter set
of cosmological parameters, which were chosen to be consis-
tent with a combined analysis of the 2-degree field galaxy
redshift survey and the first-year WMAP data, as the ‘Mil-
lennium cosmology’ and denote the models MILL. The Mil-
lennium cosmology uses the cosmological parameter values
{Ωm, Ωb, ΩΛ, σ8, ns, h} = {0.25, 0.045, 0.75, 0.9, 1.0, 0.73}.

The main differences with respect to the reference
model are the values of Ωb and σ8 which are, respectively,
8 and 22 percent higher for MILL than for REF. Both
changes are expected to increase the SFR. The higher value
of σ8 has a particularly large effect at high redshift, because
structure formation proceeds faster in the MILL cosmology.
In order to roughly match the peak in the observed SFH,
we doubled the mass loading factor to η = 4 for the SN
driven winds. Hence, the winds account for 80 percent of the
available energy from SNe. To isolate the effect of cosmol-
ogy, we therefore compare the MILL simulation to model

Figure 4. As Fig. 3, but comparing the SFHs for models with and
without metal-line cooling, both in the presence and absence of
SN-driven winds. Except at very high redshift, metal-line cooling
strongly increases the SFR. The boost due to metal-line cooling is
greater when SN feedback is included, which implies that metals
radiate away a significant fraction of the energy injected by SNe.

WML4 which employs the same wind parameters, but is
otherwise identical to the reference model. We note that
the Galaxies-Intergalactic Medium Interaction Calculation
(GIMIC, Crain et al. 2009), which consists of a series of
hydrodynamical simulations that zoom in on 25 Mpc sub-
volumes of the Millennium simulation, was run using the
same code and parameter values as WML4.

Fig. 3 compares the SFHs in the MILL (dashed, red)
and WML4 (dot-dashed, blue) runs. The change from the
WMAP-3 to the MILL cosmology strongly boosts the SFR.
The difference increases with redshift from about 0.2 dex
at z = 0 to 0.34 dex at z = 2 (for both box sizes). By
z = 9 the difference has increased to 1.0 dex. Clearly, for a
quantitative comparison with observations, it is important
to use the correct cosmology. At high redshift, when the
haloes that dominate the SF in the simulation correspond
to rare fluctuations, the predicted cosmic SFR becomes ex-
tremely sensitive to the value of σ8. We will show in Haas
et al. (in preparation) that the differences are much smaller
for haloes of a fixed mass, which implies that the change in
the halo mass function accounts for most of the differences
in the SFHs predicted for the two cosmologies.

4.2 Metal-line cooling

Simulations without any radiative cooling are of interest for
the study of hot gas in groups of clusters of galaxies (we have
run such a simulation for this purpose in the 100 Mpc/h
box), but in order to form stars, the gas must be able to
radiate away its binding energy. Despite the importance of
cooling, most cosmological studies still use highly simplified
prescriptions, ignoring metal-line cooling or including it un-
der the assumption of collisional ionization equilibrium and
fixed relative abundances. Our simulations are the first to
compute the cooling rates element-by-element, including the
effect of photo-ionisation on the heavy elements.

Fig. 4 compares the reference simulations with runs that
ignored metal-line cooling (NOZCOOL; dashed, red). As ex-

c© 2007 RAS, MNRAS 000, 1–24
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Figure 6. Ratio r = NLyc/NH of the number of ionising photons, NLyc,

produced in each GIMIC region (+1σ to −2σ from top to bottom) divided
by the number of hydrogen atoms, NH, in that region as a function of red-

shift, assuming NLyc/M! = 3.2 × 1060/M!. For a region to produce

enough ionising photons to reionize itself is thought to require r ! a few.

Whereas the more vigorous star formation in the higher density regions re-

sults in larger values of r at given redshift, the recombination rate will be
higher as well, so higher density regions may require higher values of r.
For constant r, the delay in reionisation is almost independent of r, and is
of order ∆z ∼ 1 between the −2 and +1σ regions (inset).

Figure 7. Cumulative number density of galaxies as function of stellar mass

at z = 6 for the five GIMIC regions (solid coloured lines), illustrating the
strong bias of massive stellar systems to over-dense regions. The number

density of −2σ is also shown at z = 3 (dot-dashed). The most massive
galaxies have solar abundances (black stars) and are highly overabundant in

α-process elements (red squares).

gion is∼ 14′×14′ on the sky at z = 6, which is large in compared
to these surveys: the simulation predicts that the SFRD varies by up

to an order of magnitude even on those large scales. The low SFR

per galaxy compounded with the high degree of cosmic variance il-

lustrates how demanding it will be to obtain accurate observational

measurements of the SFRD at these early times.

Interestingly the high-resolution simulation has a nearly con-

stant SFRD from z = 6 to z = 9, with star formation dominated
by small galaxies with very low star formation rates. If the escape

fraction of ionizing radiation from such small haloes is as high as

suggested by the simulations of (Wise & Cen 2008) (time aver-

aged values of ∼ 25 − 80 per cent), then these galaxies will be the
dominant contributors to the UV-background at high z, and may
have been the main sources of radiation that lead to reionisation

((Srbinovsky & Wyithe 2008)). The faintness of each individual

source may then also reconcile the apparent dearth of sources of

UV-photons with the inferred ionization state of the intergalactic

medium at z ∼ 6 ((Bolton & Haehnelt 2007)).
The ratio r = NLyc(z)/NH between the number of ionizing

photons produced per unit volume by stars,NLyc(z), over the num-
ber of hydrogen atoms in that same volume, NH, is plotted for the

different GIMIC regions in Fig.6 as function of redshift. We used

the conversion factor NLyc/M! = 3.2 × 1060/M! that (Benson

et al. 2006) quote for their ‘standard’ initial mass function of pop-

ulation II stars, but different assumptions such as for example an

additional contribution from a population III stars yield conversion

factors up to an order of magnitude higher. Here we stress the very

significant difference in values for NLyc/NH between different re-

gions, a consequence of the large variation in their SFRD as seen in

Fig.4: the higher density regions produces significantly more ion-

izing photons per baryon, in agreement with the findings of (Ciardi

et al. 2003).

Reionisation requires r = NLyc/NH(z) ! rc, where rc is of

order of a few and dependents on how many ionizing photons are

lost to recombinations in the IGM and in the galaxy itself. Because

proto-clusters (such as the+2σ region) produce more ionizing pho-
tons than proto-voids (the −2σ region), gas at the same density in
the proto-cluster region will be ionized earlier than gas in the proto-

void (Trac et al. (2008)). The expected delay can be read from the

inset of Fig.6:∆z ∼ 1 between the −1σ and −2σ regions, largely
independent of z and the poorly known required value of rc (since

the offset in NLyc/NH between regions is largely independent of

z; recall that we did not run the +2σ region at high resolution).

Assuming further that the gas temperature drops adiabatically af-

ter reionisation implies that the gas temperature differs between the

+1 and −2 regions by a factor ∼ (1 + 12)2/(1 + 11)2 ≈ 1.2
for rc = 1. This is probably too small to measure directly from
the line-widths in the Lyman-α forest as was attempted by (Theuns
et al. 2002b). Trac et al. (2008) claim a similar delay in reioni-

sation may cause the inversion in the temperature-density of the

intergalactic medium as inferred by Bolton et al. (2008).

The simulation predicts the existence of massive stellar sys-

tems (M! ∼ 1011 h−1 M!) even at z = 6 (Fig.7). The dark mat-
ter haloes that host these massive galaxies are so strongly biased

to over dense regions such as the +2σ GIMICregion that the void
region−2σ only catches-up at z ∼ 3 (dot-dashed line). These mas-
sive galaxies are embedded in large haloes of hot (T ∼ 107 K) gas

in nearly spherical regions of co-moving radius ∼ 0.3 h−1 Mpc,

but the galaxies themselves are extremely compact (co-moving

radii of ∼ 3h−1 kpc). The stars have near-solar metallicity, are

highly overabundant in α elements produced in type II SNe (such
as oxygen) relative to type I elements (such as iron) and are old,

Stellar mass 
function z=6 α − element enriched

Solar 
abundance

M! = 1011
M! solar-abundance galaxy
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ABSTRACT
We present a detailed study of the spatially resolved kinematics, star formation and stellar
mass in a highly amplified galaxy at z = 4.92 behind the lensing cluster MS 1358+62. We use
the observed optical, near- and mid-infrared imaging from Hubble Space Telescope ACS &
NICMOS and Spitzer IRAC to derive the stellar mass and the Gemini/NIFS IFU to investigate
the velocity structure of the galaxy from the nebular [O II]λλ3726.8,3728.9 emission. Using a
detailed gravitational lens model, we account for lensing amplification factor 12.5 ± 2.0 and
find that this intrinsically L∗ galaxy has a stellar mass of M! = 7 ± 2 × 108 M#, a dynamical
mass of Mdyn = 3 ± 1 × 109csc2(i) M# (within of 2 kpc) and a star formation rate of
42 ± 8 M# yr−1. The source-plane UV/optical morphology of this galaxy is dominated by
five discrete star-forming regions. Exploiting the dynamical information we derive masses for
individual star-forming regions of Mcl ∼ 108−9 M# with sizes of ∼200 pc. We find that, at a
fixed size, the star formation rate density within these H II regions is approximately two orders
of magnitude greater than those observed in local spiral/starburst galaxies, but consistent with
the most massive H II regions in the local Universe such as 30 Doradus. Finally, we compare
the spatially resolved nebular emission-line velocity with the Lyα and UV interstellar medium
(ISM) lines and find that this galaxy is surrounded by a galactic scale outflow in which the
Lyα appears redshifted by ∼150 km s−1 and the UV-ISM lines blueshifted by ∼ −200 km s−1

from the (systemic) nebular emission. The velocity structure of the outflow mirrors that of
the nebular emission suggesting the outflow is young (!15 Myr), and has yet to burst out of
the system. Taken together, these results suggest that this young galaxy is undergoing its first
major epoch of mass assembly.

Key words: galaxies: evolution – galaxies: formation – galaxies: high-redshift – galaxies:
individual: MS 1358+62arc.

1 IN T RO D U C T I O N

Deep imaging surveys, particularly with Hubble Space Telescope
(HST), have now uncovered thousands of star-forming galaxies in
the redshift range z = 4–6 (e.g. Ouchi et al. 2004; Giavalisco et al.
2004; Yoshida et al. 2006; Beckwith et al. 2006; Bouwens et al.
2007). Studying such galaxies are key steps towards understanding
the physical processes that drive galaxy formation in the early Uni-

!E-mail: a.m.swinbank@dur.ac.uk

verse, probing the properties of galaxies when they formed their
first generation of stars. Concentrated follow-up of Lyman-break
galaxies at this epoch has provided estimates of stellar masses
(∼109−10 M#), ages (∼150–300 Myr) and hence inferred star for-
mation rates of a few tens M# yr−1 (Verma et al. 2007; McLure
et al. 2009; Stark et al. 2009). With high specific star formation
rates, these young galaxies are likely assembling their first signif-
icant stellar mass. Moreover, since this epoch is within ∼300 Myr
of the end of reionization (assuming reionization was completed
by z ∼ 6) many of these galaxies should have been actively star
forming at z " 7. As such, probing the ubiquity of star-forming

C© 2009 The Authors. Journal compilation C© 2009 RAS
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ABSTRACT

We describe the GALFORM semi-analytic model for calculating the formation and
evolution of galaxies in hierarchical clustering cosmologies. It improves upon, and ex-
tends, the earlier scheme developed by Cole et al. (1994). The model employs a new
Monte-Carlo algorithm to follow the merging evolution of dark matter halos with ar-
bitrary mass resolution. It incorporates realistic descriptions of the density profiles of
dark matter halos and the gas they contain; it follows the chemical evolution of gas and
stars, and the associated production of dust; and it includes a detailed calculation of
the sizes of disks and spheroids. Wherever possible, our prescriptions for modelling in-
dividual physical processes are based on results of numerical simulations. They require
a number of adjustable parameters which we fix by reference to a small subset of local
galaxy data. This results in a fully specified model of galaxy formation which can be
tested against other data. We apply our methods to the ΛCDM cosmology (Ω0 = 0.3,
Λ0 = 0.7), and find good agreement with a wide range of properties of the local galaxy
population: the B-band and K-band luminosity functions, the distribution of colours
for the population as a whole, the ratio of ellipticals to spirals, the distribution of
disk sizes, and the current cold gas content of disks. In spite of the overall success of
the model, some interesting discrepancies remain: the colour-magnitude relation for
ellipticals in clusters is significantly flatter than observed at bright magnitudes (al-
though the scatter is about right), and the model predicts galaxy circular velocities, at
a given luminosity, that are about 30% larger than is observed. It is unclear whether
these discrepancies represent fundamental shortcomings of the model or whether they
result from the various approximations and uncertainties inherent in the technique.
Our more detailed methods do not change our earlier conclusion that just over half
the stars in the universe are expected to have formed since z <

∼
1.5.

Key words: galaxies: formation

1 INTRODUCTION

The past few years have been a remarkably rich period in
observational studies of galaxy formation. Major advances
have resulted from observations at many wavelengths, from
the far ultraviolet to the sub-millimeter. Breakthroughs in-
clude the discovery and measurement of the clustering of
“Lyman-break” galaxies, a population of luminous, star-
forming galaxies at redshifts z ∼ 3 − 4 (Steidel et al. 1996;
Adelberger et al. 1998); estimates of the history of star for-
mation and the attendant production of metals, from z ∼ 5
to the present (Madau et al. 1996,1998); measurements of
the galaxy luminosity function at z ∼ 0.5 − 1 (Lilly et al.

1996; Ellis et al. 1996) and z ∼ 3−4 (Steidel et al. 1999); the
discovery of a population of bright sub-millimeter sources,
some of which, at least, appear to be dusty, star-forming
galaxies at z >∼ 2 (Ivison et al. 1998). All of these and many
other observations are beginning to sketch out an empirical
picture of galaxy evolution.

On their own, the data provide only a partial descrip-
tion of specific stages of galaxy evolution. To develop a phys-
ical understanding of the processes at work, and to relate
observations to cosmological theory, requires detailed mod-
elling that exploits our current understanding of astrophys-
ical processes in their cosmological context. The theoretical
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3. GALFORM: modelling the galaxies that reionize the Universe 128

Figure 3.1: The evolution of the number of ionizing photons per hydro-

gen atom with redshift in the two default GALFORM models, Baugh05

and Bower06. The horizontal dashed lines mark the minimum number

of photons that must be produced to achieve reionization: in the most

optimistic case, only one (bottom line) and 10 or more when the escape

factor is taken into account (top line). The Baugh05 model produces ≈

100 times more ionizing photons at z ≈ 10 and reaches one photon per

H atom ∆z ! 4 earlier.

able to produce enough ionizing photons to ionize all hydrogen by z ≈ 6, the end of

reionization suggested by quasar data (e.g. Fan et al., 2002). Including recombinations

and self-shielded structures increases the needed number of ionizing photons moving

the redshift of reionization in the Bower06 model to even lower redshifts.

Emissivity in two popular GalForm flavours
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able to produce enough ionizing photons to ionize all hydrogen by z ≈ 6, the end of

reionization suggested by quasar data (e.g. Fan et al., 2002). Including recombinations

and self-shielded structures increases the needed number of ionizing photons moving

the redshift of reionization in the Bower06 model to even lower redshifts.

As compared to hydro-sims
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3. GALFORM: modelling the galaxies that reionize the Universe 131

Figure 3.3: The Lyman continuum emissivity as a function of halo mass

for the two default GALFORM models (bottom panel) and the frac-

tion of LC photons produced by halos smaller or larger than mass

M in the same models (top panels). The results are given at red-

shifts 5 (dotted lines) and 10 (solid lines). The Baugh05 emissivity

dominates in all mass ranges at both redshifts, though the difference

is much larger in the low mass (M < 109M!/h) than in high mass

range (M > 1011M!/h). The top panel shows that the low mass range

dominates the photon production much more strongly in the Baugh05

model.

3.3.2 Bursts and top-heavy IMF

The GALFORM model assumes that the elliptical galaxies and bulges in disk galaxies

are a consequence of mergers between galaxies. The key concept for understanding the

Emissivity as function of halo mass
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3. GALFORM: modelling the galaxies that reionize the Universe 138

Figure 3.6: Number of LC photons per hydrogen atoms produced by

redshift z for different SN feedback parameters. Decreasing the effi-

ciency of SN feedback (red line) doubles the production of ionizing

photons resulting in ∆z ≈ 0.5 earlier reionization. Increasing it to ≈

the parameters in the Bower06 model results in ∆z ≈ 2.5 later redshift

of reionization. See text for further discussion.

feedback model (blue line) produces ≈ 18% in the same Vdisc range. The comparison at

β = β(Vdisc = 200 km/s) shows the strong feedback model to be 15 times more effective

in cold gas ejection than the default model, while the weak model is only two times

less effective than the default. These ratios only increase at lower Vdisc. This leads to

the conclusion that the default model is already very effective in suppression of star

formation in galaxies with Vdisc ! 100 km/s and further increase in feedback efficiency

Strong feedback already 
suppresses small 
galaxies

10 T. Okamoto, L. Gao and T. Theuns

Figure B1. Upper panel: Evolution of the IGM temperature at mean den-

sity (solid line) and the volume-averaged temperatures in the ‘reference’

(dotted line) and ‘low-resolution’ (dashed line) simulations. These temper-

atures are used to compute the filtering mass shown in the lower panel.

Lower panel : Comparison of filtering mass, MF, obtained from Eq. (B4),

and characteristic mass, Mc, obtained from the simulations. The filtering

mass MF ≈ 10Mc by z = 0, illustrating the fact that the filtering mass
strongly overestimates the effect of photoheating on the formation of small

galaxies.

c© 2008 RAS, MNRAS 000, 1–9
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ABSTRACT

We perform cosmological hydrodynamic simulations to determine to what extent galaxies
lose their gas due to photoheating from an ionizing background. We find that the characteristic
mass at which haloes on average have lost half of their baryons isMc ∼ 6.5×109 h−1 M" at
z = 0, which corresponds to a circular velocity of 25 km s−1. This is significantly lower than
the filtering mass obtained by the linear theory, which is often used in semianalytical mod-
els of galaxy formation. We demonstrate it is the gas temperature at the virial radius which
determines whether a halo can accrete gas. A simple model that follows the merger history
of the dark matter progenitors, and where gas accretion is not allowed when this temperature
is higher than the virial temperature of the halo, reproduces the results from the simulation
remarkably well. This model can be applied to any reionization history, and is easy to incor-
porate in semianalytical models.

Key words: methods: numerical – galaxies: evolution – galaxies: formation – cosmology:
theory.

1 INTRODUCTION

A UV-background produced by quasars and stars acts to quench

star formation in small galaxies by photoheating their gas, which

gets too hot to be confined in their shallow potential wells. This

was originally pointed out by Doroshkevich et al. (1967), and in-

vestigated in the context of the cold dark matter (CDM) model by

Couchman & Rees (1986). Depending on the spectral shape of the

ionizing background, the typical virial temperature below which

haloes lose their gas is around 104 K. Photoheating associated with

reionization therefore inhibits star formation in dwarf galaxies and

affects the faint end of the galaxy luminosity function (e.g. Efs-

tathiou 1992).

Since Rees (1986) argued that in dark matter haloes with cir-

cular velocities around 30 km s−1 gas can be confined in a stable

fashion, with radiative cooling balancing photoheating, many at-

tempts to quantify the effects of an ionizing background on galaxy

formation have been made using semianalytical calculations (e.g.

Babul & Rees 1992; Efstathiou 1992; Shapiro et al. 1994; Na-

gashima et al. 1999; Bullock et al. 2000; Benson et al. 2002a,b;

Somerville 2002), spherically symmetric simulations (Thoul &

Weinberg 1996; Kitayama et al. 2000), and three-dimensional cos-

mological hydrodynamic simulations (Quinn et al. 1996; Navarro

& Steinmetz 1997; Weinberg et al. 1997; Gnedin 2000). The effects

of self-shielding have been investigated using three-dimensional ra-

diative hydrodynamic simulations by Susa & Umemura (2004a,b).

! E-mail: takashi.okamoto@durham.ac.uk

However there is still debate about the value of the character-

istic mass,Mc, below which galaxies are strongly affected by pho-

toionization. Gnedin (2000) argued that Mc = MF, the filtering

mass that corresponds to the scale over which baryonic perturba-

tions are smoothed in linear perturbation theory (see Appendix B).

Hoeft et al. (2006) used simulations to argue that Mc ! MF, in

particular at low redshift. They argued that Mc follows from con-

sidering the equilibrium temperature, Teq, between photoheating

and radiative cooling at a characteristic overdensity of ∆ " 1000;
Mc haloes have a virial temperature Tvir " Teq(∆ = 1000).

The relation Mc = MF proposed by Gnedin is often used in

semianalytic modelling for dwarf galaxy formation in order to de-

scribe the quenching of star formation (Bullock et al. 2000; Benson

et al. 2002a,b; Somerville 2002). An important application of this

relation is to estimate whether reionization can explain the apparent

dearth of satellite galaxies in the Milky Way, as compared with the

high abundance of dark matter subhaloes (Moore et al. 1999). In-

terestingly, Somerville (2002) and Nagashima & Okamoto (2006)

argued that models underestimate the number of dwarf satellite

galaxies in the Local Group if the effect is as strong as inferred

from the filtering mass.

Given the uncertainty in Mc, we were motivated to perform

high-resolution hydrodynamic simulations of galaxy formation in a

ΛCDM universe with a time-evolving UV-background, and to mea-

sure the evolution of the baryon fraction as function of halo mass.

We compare our results to those of Gnedin and Hoeft et al., and

formulate an intuitive and simple model that reproduces our sim-

ulations very well. The model can be incorporated easily into any
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3. GALFORM: modelling the galaxies that reionize the Universe 134

Figure 3.4: Number of LC photons per hydrogen atoms produced

by certain redshift with respect to the burst parameters. Completely

turning off the bursts (red line) reduces the total number of photons

produced by ≈ 10 at all redshifts. About 35% of the photons in

bursts are produced in major bursts alone (blue line). For when us-

ing only(Kennicutt, 1983) (single IMF), the bursts are responsible for

producing ≈ 50% of LC photons.

only ≈ 2 times as many photons is produced than if no bursts are allowed at all and

reionization is reached ∆z ≈ 3.2 later than in the default model. Finally, the minor

bursts seem to be the more important type, as about 35% of all photons is produced in

major mergers alone (blue line). The perceived agreement between major merger-only

and single IMF models is accidental.

Dependence on star formation model
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3. GALFORM: modelling the galaxies that reionize the Universe 180

Figure 3.26: Stepwise UV luminosity functions (1500 Å) at z ∼ 6,7,8

and 10 (top to bottom and left to right). The observation data with

1σ error bars is given by black symbols is compared against default

Baugh05 (red line), Baugh05 without top-heavy IMF in bursts (green

line) and Baugh05 without any bursts (blue line). The downward arrow

symbols mark 1σ upper limits on the observed LF. Top panels show the

fraction of ionizing photons produced by galaxies with UV luminosities

smaller or larger than M1500,AB. The default Baugh05 model shows a

good agreement with observational data at all redshifts. See text for

discussion.

both models significantly overestimate the observed counts. With the dust extinction

included, the top-heavy IMF model is only slightly better in matching observations than
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line) and Baugh05 without any bursts (blue line). The downward arrow

symbols mark 1σ upper limits on the observed LF. Top panels show the

fraction of ionizing photons produced by galaxies with UV luminosities

smaller or larger than M1500,AB. The default Baugh05 model shows a

good agreement with observational data at all redshifts. See text for

discussion.

both models significantly overestimate the observed counts. With the dust extinction

included, the top-heavy IMF model is only slightly better in matching observations than

z=8 z=10

UV-luminosity functions:
Default Baugh compared to Bouwens
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Galaxy colours compared to Bouwens

36



Tom Theuns37

3. GALFORM: modelling the galaxies that reionize the Universe 186

Figure 3.30: Left: Schechter fits (lines) through default Baugh05 model

UV LF prediction (circles) at z =6 (black), 8 (blue), 10 (red) and 12

(green). Right: Evolution of M∗ (bottom) and α (top) Schechter func-

tion parameters with redshift. Solid lines with error bars represent

fits through GALFORM data, while the shaded areas give empirical

fit (mean value dashed black lines) from Bouwens et al. (2008). Dashed

blue line in the top panel is a linear fit through GALFORM α values,

while vertical thin solid blue line marks the mean of the same values.

See text for discussion.

The evolution of individual parameters of the Schechter function offers insight into

the structure formation process. Notably, the evolution of M∗ (i.e. brightening of galax-

ies) at high redshifts is expected from the evolution of the halo mass function, e.g. the

number density of present-day L∗ galaxy halo hosts (∼ 1011M"/h) increases by approx-

imately three orders of magnitude between z=10 and 3, while remaining relatively con-

stant for z < 3 (see e.g. Fig. 2 of Springel, 2005). On the other hand, the evolution of

α can be very important for reionization, i.e. the slope of the power law part of the LF

defines the number of low luminosity galaxies that are thought to be main contributor

of the LC emissivity as we discussed previously.

Figure 3.30 shows the redshift evolution of the UV LF in terms of the Schechter func-

tion and its parameters. The left panel demonstrates visually the evolution of parameters

given in the right panel. The evolution of M∗ in the considered redshift range is strong,

Luminosity function shapes
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ABSTRACT

We present a new numerical approach that is able to solve the multi-dimensional
radiative transfer equations in all opacity regimes on a Lagrangian, unstructured net-
work of characteristics based on a stochastic point process. Our method reverses the
limiting procedure used to derive the transfer equations, by going back to the original
Markov process. Thus, we reduce this highly complex system of coupled differential
equations to a simple one-dimensional random walk on a graph, which is shown to be
computationally very efficient. Specifically, we use a Delaunay graph, which makes it
possible to combine our scheme with a new smoothed particle hydrodynamics (SPH)
variant proposed by Pelupessy et al. (2003). We show that the results of applying a
two-dimensional implementation of our method with various suitable test cases agree
with the analytical results, and we point out the advantages of using our method with
inhomogeneous point distributions, showing examples in the progress. Hereafter, we
present a supplement to our method, which can be useful in cases where the medium
is optically very thin, and we conclude by stating some anticipated properties of this
method in three dimensions, and announce future extensions.

Key words: Radiative transfer – Methods: numerical – Hydrodynamics

1 INTRODUCTION

The formation of cosmic structures, such as galaxies and
stars, is almost certainly dominated by an intricate inter-
play between (magneto)hydrodynamics, gravity, and radia-
tive transfer, on a cosmological background that sets the
initial and boundary conditions. Of these, the cosmology
is assumed to be given, while the computation of gravita-
tional potentials is rather well understood (e.g. Greengard
1988). Hydrodynamics must be three-dimensional for this
purpose, and 3D hydro is beginning to enter its springtime:
adaptive-mesh refinement (AMR) and related methods are
beginning to produce results (see e.g. LeVeque 1998, for a re-
view). However, radiative transfer techniques that combine
true three-dimensionality with reasonable spectral resolu-
tion are, by comparison, the most primitive of the methods
needed for realistic simulation of structure formation. Yet it
seems essential that the physics of radiation be built in, be-
cause the energy budget of nascent structures is heavily in-
fluenced, indeed sometimes dominated, by radiative effects.
Serious models must be three-dimensional, and spectral cov-
erage must at least be good enough to cover hydrogen ion-
isation, recombination and photodissociation. This makes

! E-mail: ritzerveld@strw.leidenuniv.nl

solving the radiation part of the physical problem seven-
dimensional: a daunting computational task.

Usually, a galaxy is represented by a finite point set,
with a size of the order of 106, in which each point represents
a fixed mass fraction of the galaxy. Because these points rep-
resent thousands of solar masses or more, they are not ac-
tually point-like. Thus, one is immediately confronted with
the problem that the laws of motion are differential equa-
tions that represent a continuum, which cannot be uniquely
defined on a discrete point set. In order to circumvent this
problem, one can convolve the set with a smoothing function
so that a continuous field is obtained. In this way, gradi-
ents and other derivatives are properly defined. The scheme
which combines this smoothing trick with the implementa-
tion of the equations which govern the dynamical behaviour
of fluids, is called Smoothed Particle Hydrodynamics (SPH;
Lucy 1977). It has been well established that the use of SPH,
under certain restrictions, can be very fruitful for doing as-
trophysical hydrodynamical calculations (for a review, see
Monaghan 1992).

Next, the interaction between radiation and matter
must be included. The radiative transfer equations, which
describe this interaction macroscopically, are a system of
non-local, coupled differential equations and are extremely
difficult to solve analytically and numerically (e.g. Rutten
1999). Recently, Pelupessy et al. (2003) stated that it would

SimpleX
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2. Radiative transfer with SimpleX 101

Figure 2.18: The evolution of the comoving I-front position in an ex-

pending density field. The I-front positions are given in units of the

comoving Stromgren radius, RS,c computed at source turn-on redshift,

zon = 20. Bottom set of results represents the runs in mean density,

∆ = 1, while the top ones represent moderately overdense medium

∆ = 10. The black solid lines give the analytic solution (see text), while

the two sets of symbols represent SimpleX runs: green X symbols give

the result of the original SimpleX implementation while the plus sym-

bols represent the runs with the new, volume interpretation of the ion-

ized fraction. See text for further discussion.

1.4), throughout the lifetime of the source. This result provides the rationale for ignoring

the effects of the radiation driven gas flow in large-scale reionization simulations, as we

do in our work (Chapter 4).

The original results we obtained with the SimpleX method are presented with the

“Photon conservation”

Radius of cosmological HII region
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ABSTRACT

Radiative transfer simulations are now at the forefront of numerical astrophysics. They are
becoming crucial for an increasing number of astrophysical and cosmological problems; at
the same time their computational cost has come to the reach of currently available computa-
tional power. Further progress is retarded by the considerable number of different algorithms
(including various flavours of ray-tracing and moment schemes) developed, which makes the
selection of the most suitable technique for a given problem a non-trivial task. Assessing the
validity ranges, accuracy and performances of these schemes is the main aim of this paper, for
which we have compared 11 independent RT codes on 5 test problems: (0) basic physics, (1)
isothermal H II region expansion and (2) H II region expansion with evolving temperature,
(3) I-front trapping and shadowing by a dense clump, (4) multiple sources in a cosmological
density field. The outputs of these tests have been compared and differences analyzed. The
agreement between the various codes is satisfactory although not perfect. The main source
of discrepancy appears to reside in the multi-frequency treatment approach, resulting in dif-
ferent thicknesses of the ionized-neutral transition regions and the temperature structure. The
present results and tests represent the most complete benchmark available for the develop-
ment of new codes and improvement of existing ones. To this aim all test inputs and outputs
are made publicly available in digital form.

Key words: H II regions—ISM: bubbles—ISM: galaxies: halos—galaxies: high-redshift—
galaxies: formation—intergalactic medium—cosmology: theory—radiative transfer— meth-
ods: numerical

1 INTRODUCTION

Numerous physical problems require a detailed understanding of

radiative transfer (RT) of photons in different environments, rang-

! e-mail: iliev@cita.utoronto.ca

ing from intergalactic and interstellar medium to stellar or plane-

tary atmospheres. In particular, a number of problems of cosmo-

logical interest cannot be solved without incorporating RT calcula-

tions, e.g. modeling and understanding of the Lyα forest, absorp-

tion lines in spectra of high-z quasars, radiative feedback effects,

the reionization of the intergalactic medium (IGM) and star forma-
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RT with millions of sources
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2. Radiative transfer with SimpleX 74

Simulation Lbox NDM mDM

[Mpc/h] [105 M!/h]

L12.5N128 12.5 1283 646.2

L20N512 20 5123 41.35

L10N512 10 5123 5.17

L10N1024 10 10243 0.65

L20N1024 20 10243 5.17

Table 2.1: Parameters of the N-body runs used in this chapter. See text

for the description of the labelling scheme. The stated values are as

follows: size of the computational box, Lbox; number of dark matter

particles, NDM ; mass of dark matter particles, mDM . The Cosmological

parameters [Ω0, ΩΛ, Ωbaryon, σ8, ns, h] used for all runs are [0.25, 0.75,

0.045, 0.9, 1, 0.73]. The runs marked by bold names are used in the

single snapshot tests of grid sampling effect on RT results (Section 2.3)

RT computational costs. Therefore, in a typical reionization simulation, a single RT cell

will represent a large number of N-body particles. We use the final output snapshots,

because the density contrasts are highest at the that time and all inadequacies due to

sampling or grid resolutions should be most pronounced. The friends-of-friends algo-

rithm (Davis et al., 1985) was employed to identify dark matter halos. We use 16 and 37

of the most massive halos found at z=5 in L12.5N128 and L20N512, respectively, as the

sources of ionizing radiation, the numbers chosen to make these tests comparable to Test

4 presented in the previous section. We used Eq. (2.15) to assign ionizing luminosities to

the chosen halos. The efficiency parameter, fγ , was not the same in all runs, but varied

with the sole intention of producing the significant change in the ionized fraction within

the time chosen for that specific run. In simple words, we change the luminosity to get

the whole box ionized in the arbitrarily chosen time. For these runs we were not con-

cerned with reproducing the correct physical conditions as we only wanted to study the

Set of N-body runs varying box 
size and numerical resolution to 
investigate numerical convergence

2. Radiative transfer with SimpleX 88

Figure 2.10: Evolution of the clumping factor with redshift in L20N1024

simulation box. The solid black line gives the clumping factor com-

puted using all the particles in the box, Cglobal. The red and green ar-

eas respectively show the 50% and 99% ranges of Clocal, in this case

computed on 643 uniform cell subdivision of the original volume. The

dashed line gives the mean Clocal as a function of redshift. All the

clumping factors are computed assuming ∆thresh = 100. The global

clumping factor is a poor representation of for clumping on smaller

scales, severely overestimating the actual values in most cells.

ogy parameters come from WMAP 3-year best fit; see Spergel et al. (2007)), the clumping

factor results are more or less in the same range.

As a next step, we subdivided the L20N1024 computational volume in 643 uniform

square cells and computed a clumping factor in each, again using Eq. (2.25). We call

“local” clumping factor

2. Radiative transfer with SimpleX 97

Figure 2.16: The effects of the local clumping factor on the evolution

of the mean mass-weighted ionized fraction in the L20N512 box. The

runs that use the local clumping factor are marked with circles. All

runs use the W = 1 sampling function with different numbers of cells:

2563 (black solid line), 1283 (red long dashed lines) and 643 (blue short

dashed lines). We do not show the result of the 2563 run with C, be-

cause it gives identical results to the runs without C, meaning the grid

effectively resolves all the available density field data. Same as in Fig-

ure 2.15, the inclusion of the local clumping factor helps convergence

of the different resolution results. See text for further discussion.

provide converged RT results in typical reionization run conditions. We will investigate

its effects in that regime further in Chapter 4.
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6 D. S. Reed et al.

(a) Raw simulation mass function (b) Global mass function

Figure 1. Differential simulated mass function of friends-of-friends dark matter haloes for redshift 10, 20, and 30 compared with the S–T and P–S analytic
predictions. The corrected mass function (right-hand panel) makes a correction for cosmic variance and for finite volume to the simulation mass fluctuation
spectrum by using the relation between σ 2 and mass derived from the power spectrum of the initial particle distribution for each realization; i.e. the left-hand
panel uses σ 2

∞(m) (equation 1, the variance versus mass for an infinite universe) and the right-hand panel utilizes σ 2
sim(m) (equation 8, the actual variance for

each realization). Note the reduced run-to-run scatter and increased amplitude of the corrected mass functions for small boxes. For comparison purposes, the
100 and 500 h−1 Mpc runs have been rescaled by the ratio of their expected S–T mass functions to account for their mildly different transfer functions. The bin
width here and throughout this paper is d log10 M = 0.125.

et al. 2001, for details). We have verified the robustness of our results
to the choice of run parameters by varying individually the starting
redshift (zstart), the fractional force accuracy ("force acc = 0.005), the
softening length (rsoft), and the maximum allowed time-step ("t ≡
" ln (1 + z)−1); these tests are detailed in Appendix A.

Initial conditions for runs with box length of 50 h−1 Mpc or
smaller were created using the CMBFAST transfer function (Seljak
& Zaldarriaga 1996) as follows. Traditionally, the initial conditions
are generated from a transfer function calculated at z = 0 and extrap-
olated to the initial redshift using linear theory. However, in order to
avoid a high wavenumber (k) feature1 in the CMBFAST z = 0 transfer
function, our adopted transfer function consists of the z = 0 transfer
function for small k spliced together at k = 1 h Mpc−1 with a high-
redshift (z = 599) transfer function for large k. Power is matched on
either side of the splice. The location of the splice is chosen to be at
a point where the shape of the transfer function has essentially no
redshift dependence, thereby ensuring continuity of spectral slope.
We use a combined mass-weighted dark matter plus baryon transfer
function. The 100 h−1 Mpc run and the 1340 h−1 Mpc runs both used
the transfer function used for the Millennium simulation, which is
detailed in Springel et al. (2005).

Our choice of initial conditions and simulation techniques ne-
glects direct treatment of baryons. The method that we implement
is ideal for our purposes of modelling the dark matter halo mass
function and assessing its universality given an input dark matter
fluctuation spectrum. However, for the purpose of making highly
accurate predictions of the numbers of haloes in the real Universe,
coupling of baryons to photons, and subsequently to dark matter

1 We noted a feature in the CMBFAST transfer function at k ∼ 102.5 h Mpc−1,
where the slope steepens for approximately a decade in k, resulting in a
power spectrum that briefly becomes steeper than the theoretical asymptotic
minimum slope of n = −3 at the smallest scales for a primordial spectral
index ns = 1. This unexpected feature is not present in the high-redshift
(z % 100) computations of the CMBFAST transfer function.

can be important at the high redshifts that are involved. For exam-
ple, at the starting redshift, the baryons are much more smoothly
distributed than the dark matter. The ensuing evolution of the dark
matter distribution is then affected as the baryon fluctuations be-
gin to catch up to the dark matter. We refer the reader to further
discussions regarding these and related issues by e.g. Yamamoto,
Sugiyama & Sato (1998), Yoshida, Sugiyama & Hernquist (2003),
Naoz & Barkana (2005) and Naoz, Noter & Barkana (2006).

4 R E S U LT S

4.1 The mass function

In Fig. 1, we show the simulation mass functions at redshifts 10,
20 and 30. The left-hand panel shows the measured raw abundance
of haloes within the (finite) simulation volumes. In the right-hand
panel, the global mass function is plotted using the transformation
explained in Section 2.2. Operationally this is done as follows. The
group finder returns a group catalogue for a simulation consisting
of a list of the number of haloes of each mass. Suppose in the
catalogue there are J haloes with an average mass M. Equation (8)
is used to find the value of σ that corresponds with mass M for
this particular simulation. Applying equation (1) we can determine
a mass M′ which, for an infinite volume, has this same value of σ .
We can effectively ‘correct’ the catalogue to yield a new catalogue
for the same volume of space as the original simulation but sampled
from an infinitely large simulation volume. To do this, each of the
masses M in the catalogue is replaced with the corresponding mass
M′, and the number of haloes J is replaced by a value J′, such that
for mass to be conserved in the transformation JM = J′M′. Note
that while J is an integer, J′ will not, in general, also be one. The
corrected catalogue can then be used to construct an estimate of the
global differential halo mass function.

Because of the missing power in smaller volumes, the net effect
of the transformation is an increase in the mass and a decrease
in the abundance of a given bin in such a way that the resulting

C© 2006 The Authors. Journal compilation C© 2006 RAS, MNRAS 374, 2–15
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ABSTRACT
We use an array of high-resolution N-body simulations to determine the mass function of dark
matter haloes at redshifts 10–30. We develop a new method for compensating for the effects
of finite simulation volume that allows us to find an approximation to the true ‘global’ mass
function. By simulating a wide range of volumes at different mass resolution, we calculate
the abundance of haloes of mass 105−12 h−1 M". This enables us to predict accurately the
abundance of the haloes that host the sources that reionize the Universe. In particular, we focus
on the small mass haloes (!105.5−6 h−1 M") likely to harbour Population III stars where
gas cools by molecular hydrogen emission, early galaxies in which baryons cool by atomic
hydrogen emission at a virial temperature of ∼104K (∼107.5−8 h−1 M"), and massive galaxies
that may be observable at redshift∼10. When we combine our data with simulations that include
high-mass haloes at low redshift, we find that the best fit to the halo mass function depends not
only on the linear overdensity, as is commonly assumed in analytic models, but also on the slope
of the linear power spectrum at the scale of the halo mass. The Press–Schechter model gives a
poor fit to the halo mass function in the simulations at all epochs; the Sheth-Tormen model gives
a better match, but still overpredicts the abundance of rare objects at all times by up to 50 per
cent. Finally, we consider the consequences of the recently released WMAP 3-yr cosmological
parameters. These lead to much less structure at high redshift, reducing the number of z = 10
‘mini-haloes’ by more than a factor of two and the number of z = 30 galaxy hosts by nearly four
orders of magnitude. Code to generate our best-fitting halo mass function may be downloaded
from http://icc.dur.ac.uk/Research/PublicDownloads/genmf readme.html.

Key words: methods: N-body simulations – galaxies: formation – galaxies: haloes –
cosmology: theory – dark matter.

1 I N T RO D U C T I O N

The numbers of haloes in the high-redshift Universe are critical
for determining the numbers of stars and galaxies at high redshift,
for understanding reionization, and for guiding observational cam-
paigns designed to search for the first stars and galaxies. The reion-
ization of the Universe is thought to be caused by some combina-
tion of metal-free stars, early galaxies and accreting black holes
(see e.g. Bromm & Larson 2004; Ciardi & Ferrara 2005; Reed et al.
2005, and references therein), all of which are expected to lie in dark
matter haloes, the numbers of which are, to date, highly uncertain
at these early times. This paper presents an array of cosmological
simulations of a wide range of volumes with which we determine
the numbers of haloes over the entire mass range that is expected to
host luminous sources in the high-redshift Universe.

!E-mail: d.s.reed@durham.ac.uk

The first galaxies are expected to form within haloes of suffi-
ciently high virial temperature to allow efficient cooling by atomic
hydrogen via collisionally induced emission processes, which be-
come strong at temperatures of ∼104 K, providing the possibil-
ity of efficient star formation. Haloes of mass ∼108 × [10/(1 +
z)3/2 ] h−1 M" have the required virial temperature to host galaxies.
Haloes with virial temperature less than the threshold for atomic
hydrogen line cooling, but larger than ∼2000 K, often referred to as
‘mini-haloes’, have the potential to host metal-free (Population III)
stars that form from gas cooled through the production of H2 and the
resulting collisionally excited line emission. These first stars in the
Universe are expected to form within such mini-haloes, which have
masses as small as ∼105−6 h−1 M" at redshifts of ∼10–50. The
inability of collapsing H2-cooled gas to fragment to small masses,
demonstrated in pioneering simulations by Abel, Bryan & Norman
(2000, 2002) and by Bromm, Coppi & Larson (1999, 2002), suggests
that these first stars will be very massive (!100 M"), luminous and
short lived, and will thus have dramatic effects on their surroundings.

C© 2006 The Authors. Journal compilation C© 2006 RAS

Reed +, 2007
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2. Radiative transfer with SimpleX 98

Figure 2.17: The effects of excluding particles with overdensities higher

than 100 on the evolution of the ionized fraction in the L20N512 test

run. Line styles are the same as in Figure 2.16, with the addition of a

323 run (green dotted line). All runs used the local clumping factor. The

triangle symbol marks the runs that did not include high overdensity

particles in both the density field and the local clumping factor. The

local clumping factor applied on the density field without high over-

density particles guarantees the high level of convergence of the global

ionization state.

2.5 Cosmological Stromgren sphere test

In this section we present the results of the cosmological Stromgren sphere test, per-

formed here with SimpleX for the first time. The test entails the evolution of a spheri-

cally symmetric HII region in uniform cosmologically expanding medium. This is a test

The effect of resolution on ionisation fraction 
with/without a “local” clumping factor
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Coupling GalForm with SimpleX

Full run takes less than 24 hours 
at 128^3 resolution, few days at 
256^3 resolution, on workstation

4. Inhomogeneous reionization with SimpleX and GALFORM 195

Figure 4.2: A diagram showing ionization history of a single merger

tree. All halos (circles) on the tree are either in an ionized (blue) or

neutral (red circles) regions. The halo can be in a neutral region, even

though its single progenitor is found to be in an ionized region (see

right hand side branch). The size of the circle indicates halo mass.

examines how the redshift of reionization of individual halos depends on the RT grid

resolution. This dependence is a consequence of the way we choose when a halo is seen

as ionized which we presented in the previous section. This may in turn have an effect
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4. Inhomogeneous reionization with SimpleX and GALFORM 200

Figure 4.5: The importance of recombinations with respect to the escape

fraction and density field representation. Lines give the number of LC

photons per H atom emitted in the IGM by redshift z using Baugh05

model in the L20N512 box for fesc = 1 (solid line) and 0.1 (dashed line).

The symbols mark the number of LC photons produced by the redshift

of reionization (xHII,m = 0.9) of 1283 with local C runs presented in Figs.

4.3 and 4.4 (blue lines with circles in those figures): red circles mark

runs that include all N-body particles in the density field (∆thresh =∞)

and blue crosses the ones that exclude halo particles (∆thresh = 100).

See text for discussion.

reionization. This is seen much more clearly when including halo particles in the density

field (∆thresh = ∞, red circles): for fesc = 1, ≈ 2.5 photons per atom are needed while

for fesc = 0.1 the ratio must be ≈ 5.5 to complete reionization. Obviously, the effect of

the “clumpiness” of the IGM on number of recombinations during reionization is am-

Effect of recombinations in haloes on reionisation
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4. Inhomogeneous reionization with SimpleX and GALFORM 203

Figure 4.6: Top panels: Halo mass function of neutral halos at z =13.7

(left), 11.2 (center) and 10.5 (right). The redshifts where chosen to cor-

respond to various stages of the reionization process, where the mean

ionized fraction is xm ≈ 0.03 (left), 0.32 (center) and 0.65 (right). Black

solid line marks the MF of all halos, while the colored symbols give the

MF of halos marked as neutral using 643 (red pluses) and 1283 (blue

crosses) RT grids. Bottom panels: The LC emissivity as a function of halo

mass at same redshifts as the top panels. The solid line gives the value

of the run without source suppression, while colored symbols give the

values with source suppression on the 643 and 1283 RT grids (color and

symbol style the same as in top panels). See text for discussion.

until that point in time remain unaffected by ionizing radiation, either due to not form-

ing their own HII regions or because HII regions around more massive halos are not

large enough (no more than a few RT cells each). The emissivity at this redshift (bot-

tom left panel) is quite noisy due to the small number of galaxies found in the box, in

turn caused by a small number of dark matter halos. At these redshifts, the MF evolves

quickly i.e. the number of halos grows tenfold between z =13.7 to 11.2 (corresponding

to ∆t ≈ 100 Myr). As the mean ionized fraction grows (center and right top panels),

MF of “neutral” haloes
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4. Inhomogeneous reionization with SimpleX and GALFORM 205

Figure 4.7: The distributions of redshifts of reionization, zreion, for ha-

los of different masses at z = 5 as a function of RT grid redshift. For

each halo, we define zreion as the redshift at which the main branch first

becomes ionized. The considered halo masses increase from the top to

bottom left to right (see mass ranges in panels). The choice of RT grid

resolution (solid lines for 643 and dashed lines for 1283) does not affect

the scatter or peaks in zreion i.e. does not change the general conclusion

about individual halo reionization histories.

becomes ionized (we do not take into account that halos may become neutral again at

some later time, as previously mentioned). Alternative definitions are also possible, e.g.

zreion may be the redshift at which more than 50% of the mass in all progenitors is found

to be ionized. The exact choice of the zreion definition does not affect the conclusions

When is halo first “ionized?
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becomes ionized. The considered halo masses increase from the top to

bottom left to right (see mass ranges in panels). The choice of RT grid

resolution (solid lines for 643 and dashed lines for 1283) does not affect

the scatter or peaks in zreion i.e. does not change the general conclusion

about individual halo reionization histories.

becomes ionized (we do not take into account that halos may become neutral again at

some later time, as previously mentioned). Alternative definitions are also possible, e.g.

zreion may be the redshift at which more than 50% of the mass in all progenitors is found

to be ionized. The exact choice of the zreion definition does not affect the conclusions

When is halo first “ionized?

Reionization and the z = 0 Universe 3

FIG. 2.— Reionization redshift distributions, for the regions that became
halos in different mass intervals (see labels) by redshift zero. A uniform bin-
ning was used in redshift, with the same spacing for each of the mass ranges.
The low-mass distributions are very well sampled because of their large num-
bers, while the high-mass halos, especially at the cluster scale, become noisy,

owing to their small number (only 800 even in a 1 Gpch!1 box). The thick
red line shows the distribution for random points in the box.

Mpc, reionization remains inhomogeneous, with the reioniza-
tion redshift of regions as large as tens of Mpc varying be-
tween zr ∼ 15 and zr ∼ 6. Although regions that were reion-
ized first are at the peaks of the underlying density field, there
is not a one-to-one correspondence between the mass of the
z = 0 halos and their reionization epochs, since the halo and
reionization barrier shapes and amplitudes differ.
Figure 2 showns the distribution of halo reionization

epochs, for several ranges of halo mass. There is consider-
able spread in reionization redshifts in this model, ranging
over 6 < zr < 15. The most massive halos are biased toward
higher values of zr , peaking at z ∼ 10, 8, and 7 for masses
M ∼ 1015, 1014, and 1013 M!. The distribution of the lowest
mass halos, with masses ∼ 1012 M!, does not have a well-
defined peak, but rather increases toward the lowest redshifts,
peaking at the percolation epoch at z ∼ 6. This indicates that
these lowest mass halos are relatively unbiased with respect
to the structure of reionization.
Figure 4 shows the 68 and 95 per cent contours of the reion-

ization redshift distribution for halos binned by their mass.
The median value increases from zr " 8 forMh = 10

12 M!, to
z " 12 for Mh = 10

15 M!. The distributions have a long tail
toward higher reionization values, which is more pronounced
for higher-mass halos. Only 5 percent of 1012-M! halos have
zr > 12, while only 5 percent of cluster scale halos have zr < 8.
Such a large spread in reionization epochs at all masses im-
plies that other halo properties, such as merger history and
local matter density, may be important in setting the reioniza-
tion epoch for a specific halo such as our own Milky Way.
Themass-dependent distributions of bubble sizes are shown

in Figure 3. Lower mass halos largely form in regions with
larger H II bubbles, since their sizes increase with time. Inter-
estingly, all of the roughly 800 cluster-mass halos in our sam-
ple are associated with H II region sizes less than 30 Mpc.
Only halos below about 1013 M! have H II regions sizes in
excess of 100 Mpc, exceeding the mean free path for Lyman-
limit systems and approaching (and potentially exceeding) the

FIG. 3.— H II region sizes at reionization for the same mass bins as Fig-
ure 2. The peak at low masses can be attributed to the grid resolution, given
by a radius of ∼ 0.5 Mpc. Increased resolution would reduce the effect, but
on such small scales the role of recombinations and the stochasticity of the
sources are likely to play an increasing role, effects we have not yet self-
consistently included in these calculations. The distribution at scales larger
than ∼ 1 Mpc are robust predictions of our model.

size of the box, 1 Gpch!1.

4. DISCUSSION

Using large-volume and high-resolution coupled simula-
tions of reionization and halo formation, we have developed
a new method for connecting the z = 0 distribution of halos to
the reionization epoch. We have found that, when only their
mass is known, galaxy scale halos are nearly uncorrelated
with respect to reionization, with a distribution of H II region
bubble sizes and reionization epochs that are roughly consis-
tent with having a random spatial distribution. Higher mass
halos, however, show a much stronger correlation, with none
of the cluster scale objects having zr < 8 or RHII > 30 Mpc.

FIG. 4.— Median (solid line) and spread in the values of the reionization
redshift, zreion, as a function of halo mass. Shaded contours indicate the 68
per cent (red) and 95 per cent (blue) spread in the distribution. The higher the
halo mass today the earlier its progenitors were likely reionized.
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ABSTRACT

We present results of combined N-body and three-dimensional reionization calculations to determine the
relationship between reionization history and local environment in a volume 1 Gpc h!1 across and a resolution
of about 1 Mpc. We resolve the formation of about 2× 106 halos of mass greater than ∼ 1012M! at z = 0,
allowing us to determine the relationship between halo mass and reionization epoch for galaxies and clusters.
For our fiducial reionization model, in which reionization begins at z∼ 15 and ends by z∼ 6, we find a strong
bias for cluster-size halos to be in the regions which reionized first, at redshifts 10 < z < 15. Consequently,
material in clusters was reionized within relatively small regions, on the order of a few Mpc, implying that all
clusters in our calculation were reionized by their own progenitors. Milky Way mass halos were on average
reionized later and by larger regions, with a distribution most similar to the global one, indicating that low
mass halos are nearly uncorrelated with reionization when only their mass is taken as a prior. On average, we
find that most halos with mass less than 1013M! were reionized internally, while almost all halos with masses
greater than 1014M! were reionized by their own progenitors. We briefly discuss the implications of this work
in light of the “missing satellites” problem and how this new approach may be extended further.

Subject headings: cosmology: theory — galaxies: formation — galaxies: intergalactic medium

1. INTRODUCTION

The universe we observe at z = 0 must bear the marks of
reionization. Reionization began when the first stars pol-
luted the intergalactic medium and created individual H II
regions (Alvarez et al. 2006; Abel et al. 2007; Yoshida et al.
2007; Wise & Abel 2008). As the first galaxies grew in abun-
dance, the H II regions became longer lived, eventually con-
taining perhaps tens of thousands of dwarf galaxies, growing
and merging until they overlapped, marking the end of reion-
ization (Shapiro & Giroux 1987; Miralda-Escudé et al. 2000;
Gnedin 2000a; Sokasian et al. 2001; Nakamoto et al. 2001;
Ciardi et al. 2003; Furlanetto et al. 2004; Iliev et al. 2006;
Zahn et al. 2007; Trac & Cen 2007). Observations of high-
redshift quasars imply that this process was complete by red-
shift z ∼ 6 (Becker 2001; Fan et al. 2002; White et al. 2003;
Willott 2007), while large-angle polarization measurements
of the cosmic microwave background constrain the duration
of reionization (Spergel 2003; Komatsu 2008).

During this time, the temperature of the intergalactic
medium increased from a few to tens of thousands of degrees,
dramatically changing the evolution of gas as it responded to
the highly dynamic underlying dark matter potential.

Low mass halos in ionized regions are less able cool, col-
lapse, and form stars than those in neutral regions, due to the
increase in the cosmological Jeans mass when gas is ionized
and photo-heated, sometimes called “Jeans mass filtering”
(e.g., Shapiro et al. 1994; Thoul & Weinberg 1996; Gnedin
2000b; Dijkstra et al. 2004; Shapiro et al. 2004). This sup-
pression of structure is one of the fundamental ways that
reionization can leave its imprint on subsequent structure for-
mation, even up until the present day.

Correlating reionization with the present-day environment
may be the key to the so-called “missing satellite problem” —
many more satellite halos are predicted to form in CDM than
are actually observed as galaxies (Klypin et al. 1999). The
leading explanation — an alternative to more exotic possibil-

Electronic address: malvarez@slac.stanford.edu

ities like modifying dark matter or the amplitude of small-
scale primordial density fluctuations — is that the UV back-
ground maintains the intergalactic gas in a photo-heated state,
preventing it from falling into the shallow potential wells of
the progenitors of the satellite halos (e.g., Bullock et al. 2000;
Benson et al. 2002). For example, one might expect that re-
gions that were reionized earlier will have fewer luminous
satellites than regions that were ionized later. However, biased
regions, which are rich in early low-mass galaxy formation,
would have reionized first. The latter effect implies that early
reionization would lead to more satellite galaxies, while the
former implies just the opposite. Detailed three-dimensional
models are necessary in order to disentangle these compet-
ing effects and quantify their dependence on the inevitable
assumptions that must be made when modeling reionization
on such large scales.

In this Letter, we present our first calculations to ad-
dress the correlation between reionization and local environ-
ment. We take a novel approach, combining N-body simu-
lations with a “semi-numerical” algorithm (Zahn et al. 2007;
Mesinger & Furlanetto 2007) for calculating the reionization
history for the simulation, allowing us to achieve a higher
dynamic range in resolving the scales of reionization than
has been possible until now. We then report on the statisti-
cal correlations between halo properties and their reionization
epoch and environment. We present our hybrid N-body/semi-
numerical method in §2, our results in §3, and end with a
discussion in §4. Throughout, we assume a flat universe with
Ωm = 0.25, σ8 = 0.8, ns = 1, Ωb = 0.04, and h = 0.7.

2. MODEL

Our hybrid approach consists of two steps. First, we run
an N-body simulation of structure formation to determine the
positions and masses of halos at z = 0. We then calculate the
reionization history of the same volume in order to determine
the reionization epoch of each halo.
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Which galaxies produce the ionizing 
photons? Halo masses.
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Which galaxies produce the ionizing 
photons? Continuum luminosities.

E-ELT integration time 
with Laser-Tomography 
Adaptive Optics
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Which galaxies produce the 
ionizing photons? SFRs.
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Bursts cause large dispersion in 
luminosity as function of halo mass
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followed the formation of molecular hydrogen
and its cooling using a sophisticated chemistry
network (6). The parent simulation, from which
we picked the resimulated region, followed the
growth of structure in a CDM-dominated uni-
verse with a cosmological constant L; we per-
formed the resimulations assuming both CDM
and WDM as dark matter. In this WDM model,
small-scale power in the density fluctuations is
exponentially suppressed below ~100 co-moving
kpc, mimicking free-streaming of gravitino par-
ticles with mass mWDM = 3 keV (3). Gravitinos
are a popular WDM candidate (12), but our re-
sults are insensitive to the exact choice of WDM
particle as long as its free-streaming length is
more than a few tens of co-moving kiloparsecs.
Therefore, even if the gravitino were slightly
more massive or if the WDMwere instead a ster-
ile neutrino [another popular WDM candidate
(13)], our results would not change appreciably.
Observations of the clustering of neutral gas
along sight lines to distant quasars (the Lyman-a
forest of absorption lines) probe scales 1 to 40
Mpc when the density perturbations on these
scales are still small, and the presence or absence
of substantial substructure in these observa-
tions can constrain the masses of WDM parti-
cles (14, 15); our choice of WDM particle mass
(3 keV; the corresponding mass scale is ~3 ×
108M⊙, whereM⊙ is the solar mass) is well above
this lower limit (~2 keV) (14, 15). The initial
amplitude of the imposed density perturbations
in our simulations is normalized to the level seen
in the cosmic microwave background radiation
(16), and our simulations start at redshift z ~200.
(See the supporting online material for more
details on these simulations.)

The growth of structure in these resimulations
leads to a pattern of filaments and sheets (Fig. 1)
that is familiar from the local large-scale
distribution of galaxies. This is because the as-
sumed Gaussian spectrum of density perturba-
tions, appropriate for an inflationary model, leads
to collapse along one (sheet) and two (filament)
directions before the formation of halos. Al-
though the large-scale filamentary pattern is very
similar in CDM and WDM, the structure of the
filaments themselves is very different. Whereas
the CDM filaments fragment into numerous
nearly spherical high-density regions (“halos”)
(Fig. 1A), theWDM filaments are mostly devoid
of such substructure (Fig. 1B). Figure 1, C andD,
depicts the WDM filament at an earlier time
before any of the other filaments have formed:
The central density is very high (hydrogen num-
ber density nh ~ 10

4 cm−3 ≈ 106〈nh〉) but no dark-
matter halo has formed yet. It is well known that
the Poisson noise in simulation codes that use
particles to represent the dark matter leads to spu-
rious fragmentation of the filaments that form in
such WDM simulations (17, 18). We therefore
ended the analysis of our WDM simulations well
before the filaments fragmented.

The length L of the filament (~3 kpc) is on the
order of the imposedWDM free-streaming scale,

as expected: L ~ 4 kpc at redshift z = 23.34 when
the universe is 140 million years old. Gas and
dark matter accrete perpendicular onto the
filament's axis (Fig. 2). Dark-matter particles
falling into the filament perform damped oscil-
lations as the potential well deepens. At r ~ 50 pc
(where r is the distance perpendicular to the fila-
ment's axis), dark-matter particles falling into
the well encounter particles that fell in from the
other side, and these successive instances of “orbit
crossing” give rise to the steps in the density seen
in Fig. 1B. Baryons do not undergo orbit cross-
ing but the gas gets compressed to a tempera-
ture T ≈ 7000 K at r ~ 20 pc. Rapid buildup of
H2 induces cooling, and the gas starts to dom-
inate the matter density further downstream
so that the ratio of gas to dark-matter densities
is rb/rDM ~ 15 = 100〈rb〉/〈rDM〉 at r = 2 pc. At
r < 2 pc where the gas dominates, the ratios of
principal axes of the filament are b/a = 0.123 and
c/a = 0.118; hence, the filament is very nearly
cylindrical. The properties of both the gas and the
dark matter are very uniform along the whole
length of the filament. The cylindrical density

profile below 10 pc is approximately r º r−2.8

for 2 ≤ r ≤ 8 pc and rº r−2 for r < 2 pc. This is in
contrast to rº r−2.3 for the spherically averaged
profile of the gas in CDM halos on a comparable
scale (6, 7). The central H2 abundance reaches
10−3, higher than in the CDM case because of the
higher temperature reached behind the accretion
shock. This higher temperature and the asso-
ciated higher ionization fraction will also enhance
the importance of deuterated molecular hydro-
gen (HD) cooling at later stages (19, 20).

The nonlinear collapse into a thin filament
found in these WDM simulations is in sharp
contrast to what happens in the CDM case. There
the first objects to reach high densities are dis-
crete, nearly spherical dark-matter halos (gravita-
tionally bound concentrations of dark matter) that
form at tiny masses and build up hierarchically
through mergers and accretion. Some halos have
a sufficiently deep potential well to accrete and
shock baryons, enabling H2 formation and radia-
tive cooling. Runaway collapse of the rapidly
accreting self-gravitating gas is thought to lead to
the formation of a single massive star per cooling

Fig. 1. (A and B) Dark-matter density structure of the progenitor of a redshift z = 0 massive cluster of
galaxies at z = 15 when the thermal velocities of the dark-matter particles are negligible (CDM) (A) and
when the dark matter is warm (a gravitino with mWDM = 3 keV) (B). Although both models produce a
characteristic filamentary pattern in the density, the CDM filaments fragment into numerous nearly
spherical halos, whereas free-streaming of the WDM prevents this type of substructure from forming. (C
and D) Gas temperature (C) and density (D) in the WDM filament, indicated by the blue box in (B), at
an earlier redshift (z = 23.34) when only this filament had formed. Gas accretes very uniformly onto the
filament, as indicated by the velocity vectors, and heats as it gets compressed but cools further
downstream because of the formation of H2, making the center of the filament cold and dense. The
filament shown here is almost perfectly cylindrical; usually they are elliptical in shape.

14 SEPTEMBER 2007 VOL 317 SCIENCE www.sciencemag.org1528

REPORTS

 o
n

 M
a

y
 2

2
, 

2
0

0
9

 
w

w
w

.s
c
ie

n
c
e

m
a

g
.o

rg
D

o
w

n
lo

a
d

e
d

 f
ro

m
 

(LCMV), VSV, and reovirus (35). Moreover,
TLR3-deficient mice are resistant to influenza A
virus (37), West Nile virus (38), and phlebovirus
(39). Human TLR3 also appears to be largely
redundant for antiviral immunity, as the known
TLR3- and UNC-93B–deficient patients have
had infections with numerous viruses without
developing severe disease (9, 31). Nevertheless,
human TLR3 is essential for primary immunity
to HSV-1 in the CNS, at least in some circum-
stances. Our study provides conclusive evidence
that an individual TLR can play a nonredundant
role in host defense in the setting of a natural
ecosystem. Given its ability to recognize dsRNA,
human TLR3 may have been of evolutionary im-
portance: Most patients with HSE died until the
advent of acyclovir in 1981 (8). As naturally oc-
curring mutations in TLR3 may be dominant
negative, it is tempting to speculate that HSV-1
and other neurotropic viruses may have exerted
direct selective pressure, driving the maintenance
of human TLR3.

References and Notes
1. B. Lemaitre, E. Nicolas, L. Michaut, J. M. Reichhart,

J. A. Hoffmann, Cell 86, 973 (1996).
2. A. Poltorak et al., Science 282, 2085 (1998).
3. S. Akira, S. Uematsu, O. Takeuchi, Cell 124, 783 (2006).
4. J.-L. Casanova, L. Abel, Science 317, 617 (2007).

5. S. E. Turvey, T. R. Hawn, Clin. Immunol. 120, 1 (2006).
6. C. Picard et al., Science 299, 2076 (2003).
7. K. Yang et al., Immunity 23, 465 (2005).
8. R. J. Whitley, Antiviral Res. 71, 141 (2006).
9. A. Casrouge et al., Science 314, 308 (2006).
10. K. Tabeta et al., Nat. Immunol. 7, 156 (2006).
11. B. Jacquemont, B. Roizman, J. Virol. 15, 707 (1975).
12. L. Alexopoulou, A. C. Holt, R. Medzhitov, R. A. Flavell,

Nature 413, 732 (2001).
13. M. Bsibsi, R. Ravid, D. Gveric, J. M. van Noort,

J. Neuropathol. Exp. Neurol. 61, 1013 (2002).
14. C. S. Jack et al., J. Immunol. 175, 4320 (2005).
15. C. Prehaud, F. Megret, M. Lafage, M. Lafon, J. Virol. 79,

12893 (2005).
16. H. Lee et al., Glia 55, 712 (2007).
17. F. Hidaka et al., Clin. Immunol. 119, 188 (2006).
18. C. T. Ranjith-Kumar et al., J. Biol. Chem. 282, 17696

(2007).
19. J. Choe, M. S. Kelker, I. A. Wilson, Science 309, 581

(2005).
20. J. K. Bell, J. Askins, P. R. Hall, D. R. Davies, D. M. Segal,

Proc. Natl. Acad. Sci. U.S.A. 103, 8792 (2006).
21. C. T. Ranjith-Kumar et al., J. Biol. Chem. 282, 7668

(2007).
22. O. de Bouteiller et al., J. Biol. Chem. 280, 38133

(2005).
23. A. Chapgier et al., J. Immunol. 176, 5078 (2006).
24. A. Iwasaki, R. Medzhitov, Nat. Immunol. 5, 987

(2004).
25. K. N. Schmidt et al., J. Immunol. 172, 138 (2004).
26. C. Eidenschenk et al., J. Immunol. 177, 8835 (2006).
27. J. Tabiasco et al., J. Immunol. 177, 8708 (2006).
28. V. Cerundolo, H. de la Salle, Semin. Immunol. 18, 330

(2006).
29. E. Meylan, J. Tschopp, Mol. Cell 22, 561 (2006).

30. M. C. Lebre et al., J. Invest. Dermatol. 127, 331 (2006).
31. J. L. Casanova, L. Abel, Nat. Rev. Immunol. 4, 55 (2004).
32. S. Dupuis et al., Nat. Genet. 33, 388 (2003).
33. H. S. Hardarson et al., Am. J. Physiol. Heart Circ. Physiol.

292, H251 (2006).
34. K. Tabeta et al., Proc. Natl. Acad. Sci. U.S.A. 101, 3516

(2004).
35. K. H. Edelmann et al., Virology 322, 231 (2004).
36. B. D. Rudd et al., J. Immunol. 176, 1937 (2006).
37. R. Le Goffic et al., PLoS Pathog. 2, e53 (2006).
38. T. Wang et al., Nat. Med. 10, 1366 (2004).
39. B. B. Gowen et al., J. Immunol. 177, 6301 (2006).
40. We thank the members of the Laboratory of Human

Genetics of Infectious Diseases, as well as P. Benaroch,
S. Amigorena, K. Honda, T. Taniguchi, F. Barrat, R. Miller,
L. Zitvogel, S. Matikainen, and D. W. Leaman for helpful
discussions or reagents. We thank the children and their
families for their participation in this study, which was
supported by the Schlumberger Foundation, the
BNP-Paribas Foundation, the Groupement d’Intérêt
Scientifique Maladies Rares, the Action Concertée Incitative
de Microbiologie, The March of Dimes, and the Action
Nationale pour la Recherche. P.R. is supported by a
European Union FP6 grant. J.-L.C. is an international scholar
of the Howard Hughes Medical Institute.

Supporting Online Material
www.sciencemag.org/cgi/content/full/317/5844/1522/DC1
Materials and Methods
SOM Text
Figs. S1 to S5
References

4 January 2007; accepted 2 August 2007
10.1126/science.1139522

REPORTS

Lighting the Universe with Filaments
Liang Gao1* and Tom Theuns1,2

The first stars in the universe form when chemically pristine gas heats as it falls into dark-matter
potential wells, cools radiatively because of the formation of molecular hydrogen, and becomes self-
gravitating. Using supercomputer simulations, we demonstrated that the stars’ properties depend
critically on the currently unknown nature of the dark matter. If the dark-matter particles have intrinsic
velocities that wipe out small-scale structure, then the first stars form in filaments with lengths on the
order of the free-streaming scale, which can be ~1020 meters (~3 kiloparsecs, corresponding to a
baryonic mass of ~107 solar masses) for realistic “warm dark matter” candidates. Fragmentation of the
filaments forms stars with a range of masses, which may explain the observed peculiar element
abundance pattern of extremely metal-poor stars, whereas coalescence of fragments and stars during
the filament's ultimate collapse may seed the supermassive black holes that lurk in the centers of most
massive galaxies.

Most of the matter in the universe does
not interact with light except gravita-
tionally. This “dark matter” is usually

assumed to be “cold,” meaning that its velocity
dispersion is sufficiently small for density pertur-
bations imprinted in the early universe to persist
up to very small scales. Although this model is
able to describe the large-scale distribution of

galaxies in impressive detail, it may face prob-
lems on the scale of galaxies and below; for ex-
ample, it may predict too many satellite galaxies
(1), as well as too-cuspy profiles for the dark-
matter halos that surround galaxies (2).

Dark matter has yet to be detected in the
laboratory, however, and there exist many viable
dark-matter candidates from particle physics
that are not cold. “Warm” dark matter (WDM)
particles have intrinsic thermal velocities, and
these motions quench the growth of structure
below a “free-streaming” scale (the distance
over which a typical WDM particle travels),
which depends on the nature of the particle.

Because small and dense halos do not form
below the free-streaming scale, the dark-matter
halos that surround galaxies in a WDM model
have far less substructure and are less concen-
trated as compared with their cold dark matter
(CDM) counterparts, which may help alleviate
both the satellite and galactic-core problems (3).
Structures on larger scales are similar in WDM
and CDM, and therefore the distribution of
galaxies is not affected. The first generation of
stars in the universe forms when primordial gas
gets compressed by falling into small–dark-
matter potential wells (4–7). Because WDM
affects structure formation on such small scales,
it may influence how the first stars form; we have
performed simulations to analyze this idea in
more detail.

Large-scale power in the spectrum of density
perturbations causes progenitors of present-day
clusters of galaxies to be among the first objects
to condense out of the initially almost smooth
mass distribution. We studied the early formation
stages of such an object by identifying a massive
cluster of galaxies in a dark-matter simulation of
a large cosmological volume at redshift z = 0 and
used a multiscale technique (8, 9) to resimulate
its formation and evolution with the cosmologi-
cal hydrodynamics code Gadget-2 (9, 10). Bary-
ons compressed by falling into the developing
dark-matter potentialwells cool radiatively through
molecular hydrogen emission lines (9, 11); we
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Conclusions

•Full hydro-sims provide reasonable number of ionising photons
•caveat: faint-end slope too steep at low-z

•GalForm gives galaxies z>6 with observed colours and luminosities; 
currently detected galaxies contribute little to ionisation rate
•most ionising photons produced in small galaxies, with top-heavy IMF 
during a burst
•escape fractions of 0.1-1 give reasonable reionisation redshift
•source suppression in GalForm has only small effect on reionisation 
redshift
•combined Simplex + GalForm can generate model in a few days on a 
desk-top computer, with full statistics on galaxy population at all z.

Thank you!
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