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• Models based on Fcol, with fstarfesc a free parameter
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Self-consistent reionization modeling
L58 T. R. Choudhury and A. Ferrara

Figure 1. Comparison of model predictions with observations for the best-fitting model with parameter values ε∗,II = 0.2, ε∗,III = 0.07, f esc,II = 0.003 and
f esc,III = 0.72 (keeping in mind that f esc,II and f esc,III are not independent). The different panels indicate the following. (a) The volume-averaged neutral
hydrogen fraction, with an observational lower limit from QSO absorption lines at z = 6 and upper limit from Lyα emitters at z = 6.5 (shown with arrows).
(b) SFR for different stellar populations. The points with error-bars indicate low-redshift observations taken from the compilation of Nagamine et al. (2004).
(c) The number of source counts above a given redshift, with the observational upper limit from NICMOS HUDF shown by the arrow. The contribution to
the source count is zero at low redshifts because of the J-dropout selection criterion. (d) Electron scattering optical depth, with observational constraint from
WMAP second data release. (e) Lyα effective optical depth, with observed data points from Songaila (2004). (f) Lyβ effective optical depth, with observed data
points from Songaila (2004). (g) Evolution of Lyman-limit systems, with observed data points from Storrie-Lombardi et al. (1994). (h) Photoionization rates
for hydrogen, with estimates from numerical simulations (shown by points with error-bars; Bolton et al. 2005). (i) Temperature of the mean density IGM, with
observational estimates from Schaye et al. (1999).

emission of the PopIII stars. The low value of the source count is
mainly because of the assumed high value of the escape fraction
for PopIII stars. Because most of the photons escape the host halo,
the amount of nebular and Lyα line emission is small, and hence no
sources are above the detection threshold of the NICMOS experi-
ments. In this sense, one can rule out this best-fitting model if at
least one of the sources observed in the NICMOS HUDF turns out
be indeed at z ≈ 10. We shall discuss this possibility later.

Before addressing other issues, it might be worthwhile mention-
ing the ionization history of doubly-ionized helium. We find that the
escape fraction for photons with energies above 54.4 eV is not very
high for PopIII stars, and hence the propagation of doubly-ionized
helium fronts is not very efficient at high redshifts. The complete
reionization occurs only around z ≈ 3.5 because of QSOs.

3.2 Variants of the best-fitting model

In spite of the success of our best-fitting model in fitting observa-
tions, it is instructive to study some of its variants. In particular, we

ask some interesting questions and try to find what the current data
imply.

(i) Is it possible to fit the data with reionization at higher redshifts?
By increasing ε∗,III one can force an earlier start of the reionization
process. For example, a model with parameter values ε∗,II = 0.2,
ε∗,III = 0.2, f esc,II = 0.006 and f esc,III = 0.9 gives a nearly equal
good fit to the data. In this model, reionization starts much earlier and
the IGM is 95 (99) per cent ionized by z ≈ 10 (8). However, as in the
best-fitting model, the contribution of the PopIII stars to the ionizing
flux decreases because of feedback and hence the reionization is
extended until z ≈ 6. Interestingly, the most severe constraint on
the early reionization scenarios comes from the Lyβ observations at
z ≈ 6 which rules out high values of ε∗,III f esc,III.

(ii) What if one or some of the candidates in the NICMOS HUDF
do turn out to be valid z ≈ 10 sources? Then the best-fitting model
above could be ruled out, as it predicts negligible source counts
at z > 10. However, there are parameters within 2σ of the best-
fitting value which predict a high number of sources at z ≈ 10. For

C© 2006 The Authors. Journal compilation C© 2006 RAS, MNRAS 371, L55–L59

Choudhury & Ferrara 2008Throw all observations at detailed model and make predictions



Robust Observations 

the order of 1 megaparsec, currently provides the
most rigorous constraints on intermediate models
of “warm,” more massive, dark matter (25, 26).

The bulk of research on cosmic structure, in
particular from the Lya forest and galaxy
surveys, has thus far focused on observations in
the optical part of the electromagnetic spectrum.
Astronomy, however, is an increasingly multi-
wavelength endeavor, and the study of the cos-
mic web is poised to follow this trend as new
frontiers are explored. Accordingly, new oppor-
tunities for novel theoretical calculations and ob-
servational discoveries abound.

One of the most exciting frontiers of contem-
porary cosmology is the early universe, when the
first stars and galaxies formed and illuminated
their surroundings. During this epoch of “reion-
ization,” electrons were unbound from hydrogen
atoms (which had combined to become neutral at
the time the anisotropies were imprinted in the
cosmic microwave background) by ultraviolet
radiation, which had begun filling intergalactic
space. Neutral hydrogen before and during re-
ionization can potentially be observed through its
emission of 21-cm radio radiation. Several low-
frequency observatories—such as the Murchison

Widefield Array (MWA) in Western Australia,
the Low Frequency Array (LOFAR) in the Neth-
erlands and, ultimately, the Square Kilometer
Array (SKA)—are being planned, constructed,
or entering service to detect this redshifted emis-
sion. Simultaneously, ever more powerful infra-
red telescopes are attempting to discover the first
sources of light directly. This is in fact a primary
scientific goal of the James Webb Space Tele-
scope, the Hubble Space Telescope’s successor
scheduled for launch in 2013, as well as of very
large ground-based observatories.

New windows are also now opening on the
lower-redshift universe. A new ultraviolet spec-
trograph, the Cosmic Origins Spectrograph
(COS), will be installed aboard Hubble during
its 2008 servicing mission and will provide a
direct and detailed probe of the cosmic distri-
bution of helium at intermediate redshifts. Be-
cause more energetic photons are required to
doubly ionize helium, it is thought to have been
fully ionized later than hydrogen, near the peak
of quasar activity. The study of helium reioniza-
tion thus promises to become a powerful probe of
quasar activity and its feedback on the inter-
galactic medium in the very near future.

At still lower redshifts, the nonlinear growth
of cosmic structure shocks the intergalactic
medium, heating it to temperatures up to 107 K
(27, 28). The high temperatures in the local “warm-
hot intergalactic medium,” or WHIM, imply that
yet heavier elements are ionized and hence that
higher-energy wavelengths, including x-rays, are
the probes of choice for this physical regime.

Each of these observations is, however, ac-
companied by theoretical challenges. The epochs
of hydrogen and helium reionization involve non-
equilibrium radiative transfer phenomena, which
are only beginning to be included in cosmological
simulations. Simulations must evolve large re-
gions of the universe to overcome cosmic vari-
ance and capture the large scales of reionization,
yet high resolution is needed to resolve the
sources and sinks of radiation, as well as the
clumpiness of the gas. At the present time, ap-
proximations are used to treat the problem with
available computational resources and explore
the important effects without resorting to prohib-
itive, fully self-consistent radiation hydrodynam-
ics (29, 30). Feedback processes such as galactic
winds and metal enrichment are only crudely, if
at all, included and may be particularly important
to understand the low-redshift high-energy absorp-
tion. Moreover, star and galaxy formation and
quasar activity are often modeled using prescrip-
tions, which, albeit physically motivated, do not
offer the satisfaction of ab initio calculations.

As the rich array of new and diverse obser-
vations promises a wealth of surprises, will the
theoreticians be clever enough to provide results
with true predictive power for the multiwave-
length cosmic web?
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Fig. 2. Illustration of
the Lya forest. An ob-
server looks at a distant
quasar. Neutral hydro-
gen tracing the cosmic
web produces absorp-
tion features, collect-
ively known as the Lya
forest, in the quasar
spectrum. The figure
shows a line of sight
through a cosmological
simulation, with the re-
sulting mock Lya forest
compared to the spec-
trum of an actual qua-
sar, known as Q1422,
and located at redshift
z = 3.6 (spectrum cour-
tesy of M. Rauch, Observ-
atories of the Carnegie
Institution of Washing-
ton, Pasadena, CA, and
W. Sargent, California
Institute of Technology,
Pasadena, CA). The sim-
ilarity between the mock
and actual spectra is re-
markable, unambigu-
ously elucidating the
nature of the Lya forest
as the imprint of cos-
mological fluctuations.
Each spectrum has been
normalized by its con-
tinuum level.
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Observational constraints on reionization 3

Temperature constraints? These come from z <

4 Lya forest measurements. Not sure whether these
would be useful as well. They basically constrain
reionization if it happens too early, since then the
IGM cools down too far. Would be fairly straight-
forward to model the temperature evolution pro-
vided the heating comes from photoionization. He-
lium reionization is likely to be important to this
as well, so an extra level of complexity would be
required.

Our approach is different from that of (Choudhury &
Ferrara 2005, 2006) who attempt to model a diverse set
of observational data self-consistently. They account for
quasars and temeprature constraints, but quote only a best
fit model giving no indication of the uncertainty from their
model.

3 INFERENCE OF IONIZATION HISTORY

We wish to attempt predictions for 21 cm observations. To
do this we make use of Bayes theorem

p(w|D, M) =
p(D|w, M)p(w|M)

p(D|M)
, (2)

where M is a model with parameters w and D is the com-
bination of constraints on Γ−12 and τ . Since each model
provides a definite prediction for xi(z) this allows us to cal-
culate the probability distribution for xi at a given redshift
from

p(xi|M) =

Z
dw p(w|D, M)δ[xi(w|M)− xi] (3)

The evidence p(D|M) provides an overall normalization
for the poterior probability p(w|D, M). We must specify our
prior p(w|M) on the space of model parameters. For sim-
plicity, we take flat priors over a specified range for each
parameter, thus p(w|M) = const. Our choice of prior should
only be important if the data only weakly constrains the
ionization history.

It is very difficult to escape the need for highly arbitrary
forms for our modeling of Ṅion . The evolution of sources is
likely to be complex and to be resistant to description by a
small set of numbers. However, by looking at a handful of
models and seeing if the predictions are relatively consistent,
we can still hope to obtain meaningful predictions.

Calculate p(D|M) from liklihood assuming Gaus-
sian errors

final piece of inference is to look at evidences
and see if the data favours one parametrization over
another

The evidence for a given model M with parameters w

can be calculated from

p(D|M) =

Z
dw p(D|w, M)p(w|M). (4)

This gives a measure of how well the model fits the data
given the priors and can be used to distinguish which of
several models provides a better fit to the data. Since the
priors enter in the evidence allows a way of determining
whether adding extra parameters to a model is useful or
simply gives too much flexibility to the model.

4 MODELING REIONIZATION

It has been customary to treat, the more directly con-
strained, Γ as primary and use it to derive constraints on
the emission rate of ionizing photons per unit comoving vol-
ume Ṅion. This is then used to calculate the HII region filling
fraction QHII using

dQHII

dt
=

Ṅion

nH(0)
−QHIICHIInH(0)(1 + z)3αA(T ). (5)

Note that we assume case-A recombination.
Unfortunately, it is difficult to convert constraints on Γ

into robust constraints on xe(z) at z > 6 since reionization
is an extremely inhomogeneous process and the distribution
of different HII bubble sizes must be taken into account. At
z < 6 once the bubbles have percolated this conversion is
more tractable. Hence, we will take Nion to be our primary
input given a presciption for source evolution and use it to
calculate the corresponding Γ values.

This is done following the approach of Bolton &
Haehnelt (2007). We use the relation

Ṅion = 1051.2 Γ−12

“
αS

3

”−1
„

αb + 3
6

« „
λmfp

40Mpc

«−1
„

1 + z

7

«−2

s−1 Mpc−3

(6)
to connect Γ and Ṅion. Here αS is the spectral index of the
source and αB is the effective spectral index of the ionizing
radiation, which may be different from that of the sources
due to reprocessing of the emitted radiation. For this to
be applied we must model the mean free path for ionizing
photons. This is based upon the post-overlap reionization
model of (Miralda-Escudé et al. 2000). In this picture, the
mean free path of a photon is given by

λmfp = λ0(1 + z)[1− FV (∆ < ∆i)]
−2/3

. (7)

Here FV (∆i) is the fraction of gas by volume contained in
regions with density ∆ < ∆i. Calculating this requires a
knowledge of the probability distribution of dense regions
PV (∆), which we take from (Miralda-Escudé et al. 2000).

Following the argument of Furlanetto & Oh (2005), we
associate the column density of a Lyman limit system to the
critical density by assuming that the characteristic size is the
local Jeans length (Schaye 2001) and that photoionization
equilibrium holds. This gives the critical overdensity for a
self-shielding clump as

∆i ≈ 49.5

„
T

104 K

«
0.13

„
1 + z

7

«−3

Γ2/3

−12
. (8)

Although in Miralda-Escudé et al. (2000) they take
λ0H(z) = 60 km s−1, the analysis of Furlanetto & Oh
(2005) shows that this is likely a factor of two too large.
This is important, since this value feeds into the connec-
tion between Γ−12 and Ṅion. An extra factor of two in λ0

translates into almost an extra factor of two flexibility in
Ṅion.

Here we are correcting for the distribution of systems
with differing column density to incorporate the cumulative
effect of lower column-density systems. The more precise
absorption probability per unit length λ

−1

0
, for a photon at

the hydrogen ionization absorption edge is (Miralda-Escudé
2003)

1
λ0

=

R∞
0

dτ τ
−2β/3(1− e

−τ )R∞
1

dτ τ−2β/3λLLS

=
2.0

λLSS

, (9)
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Figure 3. Evolution of the clumping factor.

specific ionization history, it is difficult to carry out detailed
numerical comparisons.

Motivated by a desire to maximise the robustness of
our predictions, we will consider allowing an overall scal-
ing of the clumping factor and investigate how this modifies
the evolution of xi. We also consider the case of a constant
clumping factor, which represents an extreme assumption,
since it will tend to make recombinations more relevant early
on than the more detailed modeling presented here.

Q: Two contributions. One from quasi-linear dis-
tribution of matter, a second coming from the non-
linear collapsed mini-halos. The contribution of minihalos
will significantly modify the clumping above that of the
MHR00+FO05 model. It should be relatively straightfor-
ward to use some of the discussion in FO05 to calculate the
clumping for a simple minihalo model.

5 MODELING IONIZING SOURCES

The quantity Ṅion comes from two parts – the star forma-
tion rate and the number of ionizing photons per baryon in
stars that escapes to ionize in the IGM. A common analytic
approximation is

Ṅion(z) = ζ(z)nH(0)
dfcoll(z)

dt
, (11)

where the ionizing efficiency ζ = NUVfescf�. Rather than
attempt to model Ṅion directly, we will model ζ instead. This
has the advantage of separating the almost rapid increase in
the star formation rate, which results from the exponential
increase of the collapse fraction. We note that ζ may well
be redshift dependent.

need to work out the best way of modelling ζ -

important to allow for possibility that it is not mono-

tonic, since this would likely be the case if there was

a period where pop III stars dominated over pop II

stars.

We take

ζ(z) = ζ0 + ζ1(z − z0) + ζ2(z − z0)
2 + ζ3(z − z0)

3 (12)

Another interesting possibility is a model that interpo-
lates between two source populations.

ζ(z) = ζ0 +
(ζ1 − ζ0)

2

h
tanh

“z − z0

∆z

”
+ 1

i
(13)

This would provide a simple way of modelling the pop III to
pop II transition. In this scenario, the Γ−12 constraints will
fix the low z amplitude of ζ and the optical depth constrains
the high z contribution from the second population. For this
z0 ≈ 13 is probably a good choice, based upon the simula-
tions of (Santos et al. 2007). The choice of ∆z is probably
not that important.

Four free parameters is really the minimum needed to
allow for two populations of sources.

Since the redshift evolution of Ṅion is important it will
be wise to explore a model where we do not assume the
importance of the collapse fraction in determining the rate
of reionization. An example, would be a model where we
parametrize Ṅion directly as a polynomial. The simplest
parametrization is as a constant Ṅion that switches on at
a redshift zmax, i.e.

Ṅion = [Ṅ0 + Ṅ1(z − z0) + Ṅ2(z − z0)
2]Θ(z − zmax). (14)

To illustrate some of the general features of our model-
ing, we consider the case of a model with a single constant
value of ζ. This serves as a benchmark for illustrating some
of the more generic features of our model.

For a constant ζ = 45, we obtain the results in Figure 4.
This value of ζ is chosen so that the calculated value of Γ−12

matches that found by (Bolton & Haehnelt 2007) (shown
as blue error bars in top panel). The CMB optical depth
associated with this model is simultaneously consistent with
the WMAP5.

In this model for ζ the production of ionizing photons
peaks at z ≈ 6 and is declining towards the epoch probed by
the Lyα forest. As a result, the model prediction for Γ−12

are in good agreement with the data at z � 4, but come
to underpredict Γ−12 at lower redshifts requiring a quasar
component to make up the difference. Reionization is highly
extended in this model, with xi > 0.1 for all redshifts z < 13
despite full reionization (xi > 0.99) not occurring until z ≈
8. In this model, Ṅion evolves considerably over the redshift
range explored although it still produces a largely flat Γ−12,
at least compared to current uncertainties.

Using a constant clumping prescription with C = 2
yields τCMB = 0.074, as a result of reionization occurring
much more abruptly. Previous authors have found that us-
ing a constant clumping factor it is difficult to obtain agree-
ment between the Γ−12 and τCMB contstraints. That we do
not find this is a result of two elements of our modeling.
First, the more realistic clumping factor model, which leads
to a more drawn our ionization history boosting τCMB . Sec-
ond, our inclusion of the integrated absorption of Lyα pho-
tons along a line of sight, which reduces λmfp and hence the
model prediction for Γ−12 . Since the product of Ṅionλmfp

is constrained by the Γ−12 measurements, a model that fits
the Γ−12 constraint would obtain a too low value for τCMB,
without the factor of ∼ 2 difference here.
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Figure 3. Models with constant ζ(z) = 30 (solid curves) and

ζ = 45 (dotted curves). We show the redshift evolution of Ṅion

(top panel, in units of 10
51

s
−1

Mpc
−3

), xi (middle panel), and

the clumping factor C (bottom panel). In the top panel, we show

error bars on Ṅion calculated using the results of BH07 (blue) and

FG08 (red - statistical only) alongside our constraints (green, see

§4.1).

take over and dominate. A lower value of ζ leads to a delay
in the ionization history, so that reionization completes at
redshifts different by ∆z ≈ 1, and a lower Thomson optical
depth to the CMB. In both cases, recombinations play little
role until reionization is well underway.

4.3 Ionization history

We now use these constraints on Ṅion and τCMB to constrain
our model parameters. For comparison, two other combina-
tions of data: using Planck instead of WMAP5 for τCMB

constraints and excluding the z = 6 Lyα forest data point
to give a sense of how these constraints might improve with
the addition of extra information in the next few years.

We calculate the likelihood for the parameters by uni-
form sampling of the four dimensional parameter space. In
each case, we assume a uniform prior on the source parame-
ters. Although numerically somewhat inefficient this makes
later analysis more straightforward.

In addition to the CMB and Lyα forest constraints,
we make a cut throwing out all models with xi(z = 6) <
0.99. That the IGM is ionized to at least this level is well
established by Lyα forest observations and imposing this
constraint ensures that HII regions have percolated placing
us in the range of validity of our Lyα forest modelling.

4.3.1 ζ model

Our physically motivated ζ model naturally describes two
epochs of star formation with differing efficiencies. Figure
4 shows the marginalised probability distribution function

Figure 4. Marginalised PDF for the twostep model. Different

combinations of data are plotted: Lyα forest + WMAP5 (black),

Lyα forest (excluding z = 6) + WMAP5 (red), Lyα forest +

WMAP3 (blue), and Lyα forest + Planck (green).

(PDF) for the four model parameters. We see that the Lyα
forest constraints on Ṅion lead to a clear preference for ζ0

centered around ζ0 ≈ 30 consistent with the ionizing effi-
ciency expected for Pop II stars. In order to satisfy the τCMB

constraint however a population of more efficient sources
at higher redshifts is required. The model prefers that this
transition occur at z � 15, but there is little constraint
on exactly when this transition needs to take place, since
a higher transition redshift can be compensated for with a
higher ζ1 leading to a more extreme early burst of ioniza-
tion. No preference for the width of the transition ∆z is
shown. Including Planck type τCMB constraints significantly
improves constraints on ζ0, ζ1, and z0 since it reduces the
freedom to change the high redshift behaviour of the model.

In Figure 5 we show the marginalised distribution of xi

in four redshift bins of interest to upcoming 21 cm experi-
ments. Although there is considerable uncertainty in xi at
each redshift several interesting conclusions can be drawn.
Within this parametrization, the IGM is highly ionized by
z = 8 (at least to xi � 0.8).

4.3.2 Ṅion model

We now compare results from the Ṅion parametrization,
analysed in the same as way as in §4.3.1. Figure 6 shows
constraints on the model parameters. This model has signif-
icantly more flexibility than the ζ model, which shows itself
in the distribution of xi seen in Figure 7. The distributions
are very broad at z = 10 and z = 11 indicating that the data
does a poor job in constraining possible histories within this
parametrization. It is important to note that even with this
increased flexibility we still see that the IGM is largely ion-
ized by z = 8.
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Figure 3. Evolution of the clumping factor.

specific ionization history, it is difficult to carry out detailed
numerical comparisons.

Motivated by a desire to maximise the robustness of
our predictions, we will consider allowing an overall scal-
ing of the clumping factor and investigate how this modifies
the evolution of xi. We also consider the case of a constant
clumping factor, which represents an extreme assumption,
since it will tend to make recombinations more relevant early
on than the more detailed modeling presented here.

Q: Two contributions. One from quasi-linear dis-
tribution of matter, a second coming from the non-
linear collapsed mini-halos. The contribution of minihalos
will significantly modify the clumping above that of the
MHR00+FO05 model. It should be relatively straightfor-
ward to use some of the discussion in FO05 to calculate the
clumping for a simple minihalo model.

5 MODELING IONIZING SOURCES

The quantity Ṅion comes from two parts – the star forma-
tion rate and the number of ionizing photons per baryon in
stars that escapes to ionize in the IGM. A common analytic
approximation is

Ṅion(z) = ζ(z)nH(0)
dfcoll(z)

dt
, (11)

where the ionizing efficiency ζ = NUVfescf�. Rather than
attempt to model Ṅion directly, we will model ζ instead. This
has the advantage of separating the almost rapid increase in
the star formation rate, which results from the exponential
increase of the collapse fraction. We note that ζ may well
be redshift dependent.

need to work out the best way of modelling ζ -

important to allow for possibility that it is not mono-

tonic, since this would likely be the case if there was

a period where pop III stars dominated over pop II

stars.

We take

ζ(z) = ζ0 + ζ1(z − z0) + ζ2(z − z0)
2 + ζ3(z − z0)

3 (12)

Another interesting possibility is a model that interpo-
lates between two source populations.

ζ(z) = ζ0 +
(ζ1 − ζ0)

2

h
tanh

“z − z0

∆z

”
+ 1

i
(13)

This would provide a simple way of modelling the pop III to
pop II transition. In this scenario, the Γ−12 constraints will
fix the low z amplitude of ζ and the optical depth constrains
the high z contribution from the second population. For this
z0 ≈ 13 is probably a good choice, based upon the simula-
tions of (Santos et al. 2007). The choice of ∆z is probably
not that important.

Four free parameters is really the minimum needed to
allow for two populations of sources.

Since the redshift evolution of Ṅion is important it will
be wise to explore a model where we do not assume the
importance of the collapse fraction in determining the rate
of reionization. An example, would be a model where we
parametrize Ṅion directly as a polynomial. The simplest
parametrization is as a constant Ṅion that switches on at
a redshift zmax, i.e.

Ṅion = [Ṅ0 + Ṅ1(z − z0) + Ṅ2(z − z0)
2]Θ(z − zmax). (14)

To illustrate some of the general features of our model-
ing, we consider the case of a model with a single constant
value of ζ. This serves as a benchmark for illustrating some
of the more generic features of our model.

For a constant ζ = 45, we obtain the results in Figure 4.
This value of ζ is chosen so that the calculated value of Γ−12

matches that found by (Bolton & Haehnelt 2007) (shown
as blue error bars in top panel). The CMB optical depth
associated with this model is simultaneously consistent with
the WMAP5.

In this model for ζ the production of ionizing photons
peaks at z ≈ 6 and is declining towards the epoch probed by
the Lyα forest. As a result, the model prediction for Γ−12

are in good agreement with the data at z � 4, but come
to underpredict Γ−12 at lower redshifts requiring a quasar
component to make up the difference. Reionization is highly
extended in this model, with xi > 0.1 for all redshifts z < 13
despite full reionization (xi > 0.99) not occurring until z ≈
8. In this model, Ṅion evolves considerably over the redshift
range explored although it still produces a largely flat Γ−12,
at least compared to current uncertainties.

Using a constant clumping prescription with C = 2
yields τCMB = 0.074, as a result of reionization occurring
much more abruptly. Previous authors have found that us-
ing a constant clumping factor it is difficult to obtain agree-
ment between the Γ−12 and τCMB contstraints. That we do
not find this is a result of two elements of our modeling.
First, the more realistic clumping factor model, which leads
to a more drawn our ionization history boosting τCMB . Sec-
ond, our inclusion of the integrated absorption of Lyα pho-
tons along a line of sight, which reduces λmfp and hence the
model prediction for Γ−12 . Since the product of Ṅionλmfp

is constrained by the Γ−12 measurements, a model that fits
the Γ−12 constraint would obtain a too low value for τCMB,
without the factor of ∼ 2 difference here.
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Figure 10. Posterior probability distribution for Nion (top panel)
and z0 (bottom panel) in the constant Nion model. The red curve
uses the constraint of Faucher-Giguere et al. (2008) at z = 4. The
blue curve uses the WMAP3 optical depth constraint.

Figure 11. Posterior probability distributions for xi at z = 8
(top panel), z = 9 (top panel), and z = 10 (bottom panel) for the
constant Nion model.

tribution. The constraint on zmax is largely orthogonal to

this and is driven by the WMAP data.

The ionization histories (Figure 11) are very different

from those of the twostep model. We see a tendancy towards

a more peaked probability distribution with a peak at higher

xi at a given redshift. This is somewhat disappointing since

it implies that our predictions for the ionization history are

highly dependent on the model.

Figure 12. Contour plot of the likelihood for the constant Nion

model.

Is there anything model independent we can say from

these distributions? Mostly ionized at z = 9. xi < 0.9 at

z = 11. Lots of uncertainty...?

6.2 Multi-parameter models

To go beyond two parameters need to move away from grid-

ding the parameter space and instead sample the multi-

dimensional parameter space in a pseudo-random fashion.

For this purpose I use the Sobel Sequence method to gen-

erate uniformly distributed points in parameter space and

sample the likelihood at those locations.

This seems to be needed if we don’t include the factor

of 2 correction for opacity from low-density systems in the

mfp. In this case there’s a tension between Lya forest and

CMB constraints that can only be resolved by allowing Ṅion

to rise at high redshift necessitating extra parameters.

I now return to consideration of the step function in

zeta model

ζ(z) = ζ0 +
(ζ1 − ζ0)

2

h
tanh

“z − z0

∆z

”
+ 1

i
. (15)

The posterior probability distribution for the parame-

ters of this model are shown in Figure 13. We see that the

Γ−12 constraints confine ζ0 to similar values as we found in

the two parameter case. Allowing ∆z and z0 to vary some-

what weakens the constraint on ζ1, which was weak to begin

with. We see that the data shows no preference for any par-

ticular value of ∆z, but prefers that z0 � 12. This latter

statement is really one about the low redshift normalisation

giving essentially the correct optical depth. The broad dis-

tribution of ζ1 suggests that the optical depth constraint is

consistent with constant ζ although the data slightly prefers

a transition to a lower value of ζ at higher redshift. None

of this is really surprising and really acts as a proof of the

code in readiness for applying it to the case where we neglect

integrated opacity in the mean free path. In this case, there
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Figure 2. Likelihoods for τeff (top panel), Γ−12 (middle panel),
and Ṅion (bottom panel). In each case, we plot the distribution
for z = 4 (dashed curves), z = 5 (dotted curves), and z = 6 (solid
curves).

basic astrophysical parameters, we allow for an uncertainty
in the overall normalisation of the mean free path and for
uncertainty in the cosmological parameters. A more detailed
analysis would take into account the covariance between the
observational uncertainties and these parameters, but that
lies beyond the scope of our analysis. Note that the error
bars are highly asymmetric, emphasising the need to con-
sider the detailed probability distribution in our analysis.
The top panel of Figure 3 shows these error bars alongside
those from BH07 and FG08. Our error bars are deliberately
quite conservative.

Note that we treat the upper limit on τeff at z = 6 as a
uniform prior over a wide range of τeff values. Increasing the
upper limit here skews the constraint on Ṅion to lower values.
Unfortunately, this is at the edge of observational capability.
Improving these observations would go a long way towards
constraining the evolution of the sources.

Note that the Ṅion constraints at z = 4 and z = 5 are
essentially identical. This is an indication that the errors
from parameters other than Γ−12 dominate the error budget.
Note that our constraints on Γ−12 are somewhat different
from those of FG08 and BH07 since these are very sensitive
to the temperature prior used. The overall normalization of
the temperature is less important for the Ṅion constraints
since shifting the temperature changes the normalisation of
Γ−12 , but the scaling of λmfp is such as to compensate in
the calculation of Ṅion.

4.2 Modeling ionizing sources

We next discuss our parametrization of the sources and con-
sider two cases to explore the model dependence of our pre-
dictions. Since we are focussed on behaviour at z � 4, we
neglect the known contribution of quasars, which is expected

to be small at these redshifts. The arbitrary nature of our
parametrization of Ṅion implicitly allows for a variety of con-
tributing sources especially galaxies and quasars, but could
also include X-ray ionizations from early mini-quasars (?)
provided that these were unimportant for the Lyα forest.

The quantity Ṅion is affected by two ingredients: the
star formation rate and the number of ionizing photons per
baryon in stars that escapes to ionize in the IGM. This moti-
vates separating the two parts using the assumption that the
star formation rate simply tracks the rate at which collapsed
structures form. This leads to

Ṅion(z) = ζ(z)nH(0)
dfcoll(z)

dt
, (3)

where we have factored out the unknown number of ioniz-
ing photons per baryon, escape fraction, and star forming
efficiency into a single ionizing efficiency ζ = NUVfescf�.
We calculate fcoll assuming a Press-Schecter mass function
(Press & Schechter 1974) and using the minimum mass from
atomic hydrogen line cooling. Rather than attempt to model
Ṅion directly, we can then model ζ(z) instead. This has the
advantage of separating out the expected rapid increase in
the star formation rate, which results from the exponen-
tial increase of the collapse fraction. A physically motivated
model is one that interpolates between two constant values

ζ(z) = ζ0 +
(ζ1 − ζ0)

2

h
tanh

“z − z0

∆z

”
+ 1

i
(4)

This would result, for example, if an early period of Popula-
tion III stars gave way to a later epoch of Population II star
formation (Bromm & Loeb 2006). For this parametrization,
we expect the Ṅion constraints will fix the low z amplitude of
ζ while the optical depth constrains the high z contribution
from the second population. Having four free parameters is
really the minimum needed to allow for two populations of
sources and so provide an interesting degree of flexibility in
fitting the data.

It might also be natural to model Ṅion directly as a poly-
nomial with some redshift at which star formation switches
on, i.e.

Ṅion = N0Aion[1+N1(z−z0)+N2(z−z0)
2 +N3(z−z0)

3]

×Θ(z − zmax), (5)

where the normalisation Aion = 1051 s−1 Mpc−3, z0 = 4, and
we vary zmax, N0, N2, and N3 and adjust N1 accordingly.
This allows considerable flexibility to fit the data, allow-
ing for many qualitatively different ionization histories. In
order to ensure that this parametrization does not lead to
unphysically large values of Ṅion we impose the weak prior
that Ṅion/Aion < 10 at all redshifts.

Even this brief discussion illustrates the problem of
a suitable parametrization. With future observations, one
could imagine more sophisticated modelling, but, as we shall
show, current data is only sufficient to constrain two or three
parameters making more detailed modelling premature.

To illustrate some of the general features of our mod-
eling, we show in Figure 3 models with a constant value of
ζ = 30 and ζ = 45. This serves as a benchmark for illustrat-
ing some of the more generic features of our model. The con-
stant ζ leads to Ṅion tracing the rate of collapse of structure,
which peaks at z ≈ 6 in our model and drops going to lower
redshifts where the contribution from quasars is expected to
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Figure 10. Posterior probability distribution for Nion (top panel)
and z0 (bottom panel) in the constant Nion model. The red curve
uses the constraint of Faucher-Giguere et al. (2008) at z = 4. The
blue curve uses the WMAP3 optical depth constraint.

Figure 11. Posterior probability distributions for xi at z = 8
(top panel), z = 9 (top panel), and z = 10 (bottom panel) for the
constant Nion model.

tribution. The constraint on zmax is largely orthogonal to

this and is driven by the WMAP data.

The ionization histories (Figure 11) are very different

from those of the twostep model. We see a tendancy towards

a more peaked probability distribution with a peak at higher

xi at a given redshift. This is somewhat disappointing since

it implies that our predictions for the ionization history are

highly dependent on the model.

Figure 12. Contour plot of the likelihood for the constant Nion

model.

Is there anything model independent we can say from

these distributions? Mostly ionized at z = 9. xi < 0.9 at

z = 11. Lots of uncertainty...?

6.2 Multi-parameter models

To go beyond two parameters need to move away from grid-

ding the parameter space and instead sample the multi-

dimensional parameter space in a pseudo-random fashion.

For this purpose I use the Sobel Sequence method to gen-

erate uniformly distributed points in parameter space and

sample the likelihood at those locations.

This seems to be needed if we don’t include the factor

of 2 correction for opacity from low-density systems in the

mfp. In this case there’s a tension between Lya forest and

CMB constraints that can only be resolved by allowing Ṅion

to rise at high redshift necessitating extra parameters.

I now return to consideration of the step function in

zeta model

ζ(z) = ζ0 +
(ζ1 − ζ0)

2

h
tanh

“z − z0

∆z

”
+ 1

i
. (15)

The posterior probability distribution for the parame-

ters of this model are shown in Figure 13. We see that the

Γ−12 constraints confine ζ0 to similar values as we found in

the two parameter case. Allowing ∆z and z0 to vary some-

what weakens the constraint on ζ1, which was weak to begin

with. We see that the data shows no preference for any par-

ticular value of ∆z, but prefers that z0 � 12. This latter

statement is really one about the low redshift normalisation

giving essentially the correct optical depth. The broad dis-

tribution of ζ1 suggests that the optical depth constraint is

consistent with constant ζ although the data slightly prefers

a transition to a lower value of ζ at higher redshift. None

of this is really surprising and really acts as a proof of the

code in readiness for applying it to the case where we neglect

integrated opacity in the mean free path. In this case, there
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Figure 3. Models with constant ζ(z) = 30 (solid curves) and

ζ = 45 (dotted curves). We show the redshift evolution of Ṅion

(top panel, in units of 10
51

s
−1

Mpc
−3

), xi (middle panel), and

the clumping factor C (bottom panel). In the top panel, we show

error bars on Ṅion calculated using the results of BH07 (blue) and

FG08 (red - statistical only) alongside our constraints (black, see

§4.1).

To illustrate some of the general features of our mod-
eling, we show in Figure 3 models with a constant value of
ζ = 30 and ζ = 45. This serves as a benchmark for illustrat-
ing some of the more generic features of our model. The con-
stant ζ leads to Ṅion tracing the rate of collapse of structure,
which peaks at z ≈ 6 in our model and drops going to lower
redshifts where the contribution from quasars is expected to
take over and dominate. A lower value of ζ leads to a delay
in the ionization history, so that reionization completes at
redshifts different by ∆z ≈ 1, and a lower Thomson optical
depth to the CMB. In both cases, recombinations play little
role until reionization is well underway.

4.3 Ionization history

We now use these constraints on Ṅion and τCMB to constrain
our model parameters. For comparison, two other combina-
tions of data: using Planck instead of WMAP5 for τCMB

constraints and excluding the z = 6 Lyα forest data point
to give a sense of how these constraints might improve with
the addition of extra information in the next few years.

We calculate the likelihood for the parameters by uni-
form sampling of the four dimensional parameter space. In
each case, we assume a uniform prior on the source parame-
ters. Although numerically somewhat inefficient this makes
later analysis more straightforward.

In addition to the CMB and Lyα forest constraints,
we make a cut throwing out all models with xi(z = 6) <
0.99. That the IGM is ionized to at least this level is well
established by Lyα forest observations and imposing this

Figure 4. Marginalised PDF for the twostep model. Different

combinations of data are plotted: Lyα forest + WMAP5 (black),

Lyα forest (excluding z = 6) + WMAP5 (red), Lyα forest +

WMAP3 (blue), and Lyα forest + Planck (black dashed).

constraint ensures that HII regions have percolated placing
us in the range of validity of our Lyα forest modelling.

4.3.1 ζ model

Our physically motivated ζ model naturally describes two
epochs of star formation with differing efficiencies. Figure
4 shows the marginalised probability distribution function
(PDF) for the four model parameters. We see that the Lyα
forest constraints on Ṅion lead to a clear preference for ζ0

centered around ζ0 ≈ 30 consistent with the ionizing effi-
ciency expected for Pop II stars. In order to satisfy the τCMB

constraint however a population of more efficient sources
at higher redshifts is required. The model prefers that this
transition occur at z � 15, but there is little constraint
on exactly when this transition needs to take place, since
a higher transition redshift can be compensated for with a
higher ζ1 leading to a more extreme early burst of ioniza-
tion. No preference for the width of the transition ∆z is
shown. Including Planck type τCMB constraints significantly
improves constraints on ζ0, ζ1, and z0 since it reduces the
freedom to change the high redshift behaviour of the model.

In Figure 5 we show the marginalised distribution of xi

in four redshift bins of interest to upcoming 21 cm experi-
ments. Although there is considerable uncertainty in xi at
each redshift the model does lead to clearly preferred ranges.
Including the z = 6 Lyα forest point pushes the distribution
to slightly lower values of xi since it pushes the normalisa-
tion of ζ downwards. Within this parametrization, the IGM
is highly ionized by z = 8 (at least to xi � 0.8).
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Figure 2. Likelihoods for τeff (top panel), Γ−12 (middle panel),
and Ṅion (bottom panel). In each case, we plot the distribution
for z = 4 (dashed curves), z = 5 (dotted curves), and z = 6 (solid
curves).

basic astrophysical parameters, we allow for an uncertainty
in the overall normalisation of the mean free path and for
uncertainty in the cosmological parameters. A more detailed
analysis would take into account the covariance between the
observational uncertainties and these parameters, but that
lies beyond the scope of our analysis. Note that the error
bars are highly asymmetric, emphasising the need to con-
sider the detailed probability distribution in our analysis.
The top panel of Figure 3 shows these error bars alongside
those from BH07 and FG08. Our error bars are deliberately
quite conservative.

Note that we treat the upper limit on τeff at z = 6 as a
uniform prior over a wide range of τeff values. Increasing the
upper limit here skews the constraint on Ṅion to lower values.
Unfortunately, this is at the edge of observational capability.
Improving these observations would go a long way towards
constraining the evolution of the sources.

Note that the Ṅion constraints at z = 4 and z = 5 are
essentially identical. This is an indication that the errors
from parameters other than Γ−12 dominate the error budget.
Note that our constraints on Γ−12 are somewhat different
from those of FG08 and BH07 since these are very sensitive
to the temperature prior used. The overall normalization of
the temperature is less important for the Ṅion constraints
since shifting the temperature changes the normalisation of
Γ−12 , but the scaling of λmfp is such as to compensate in
the calculation of Ṅion.

4.2 Modeling ionizing sources

We next discuss our parametrization of the sources and con-
sider two cases to explore the model dependence of our pre-
dictions. Since we are focussed on behaviour at z � 4, we
neglect the known contribution of quasars, which is expected

to be small at these redshifts. The arbitrary nature of our
parametrization of Ṅion implicitly allows for a variety of con-
tributing sources especially galaxies and quasars, but could
also include X-ray ionizations from early mini-quasars (?)
provided that these were unimportant for the Lyα forest.

The quantity Ṅion is affected by two ingredients: the
star formation rate and the number of ionizing photons per
baryon in stars that escapes to ionize in the IGM. This moti-
vates separating the two parts using the assumption that the
star formation rate simply tracks the rate at which collapsed
structures form. This leads to

Ṅion(z) = ζ(z)nH(0)
dfcoll(z)

dt
, (3)

where we have factored out the unknown number of ioniz-
ing photons per baryon, escape fraction, and star forming
efficiency into a single ionizing efficiency ζ = NUVfescf�.
We calculate fcoll assuming a Press-Schecter mass function
(Press & Schechter 1974) and using the minimum mass from
atomic hydrogen line cooling. Rather than attempt to model
Ṅion directly, we can then model ζ(z) instead. This has the
advantage of separating out the expected rapid increase in
the star formation rate, which results from the exponen-
tial increase of the collapse fraction. A physically motivated
model is one that interpolates between two constant values

ζ(z) = ζ0 +
(ζ1 − ζ0)

2

h
tanh

“z − z0

∆z

”
+ 1

i
(4)

This would result, for example, if an early period of Popula-
tion III stars gave way to a later epoch of Population II star
formation (Bromm & Loeb 2006). For this parametrization,
we expect the Ṅion constraints will fix the low z amplitude of
ζ while the optical depth constrains the high z contribution
from the second population. Having four free parameters is
really the minimum needed to allow for two populations of
sources and so provide an interesting degree of flexibility in
fitting the data.

It might also be natural to model Ṅion directly as a poly-
nomial with some redshift at which star formation switches
on, i.e.

Ṅion = N0Aion[1+N1(z−z0)+N2(z−z0)
2 +N3(z−z0)

3]

×Θ(z − zmax), (5)

where the normalisation Aion = 1051 s−1 Mpc−3, z0 = 4, and
we vary zmax, N0, N2, and N3 and adjust N1 accordingly.
This allows considerable flexibility to fit the data, allow-
ing for many qualitatively different ionization histories. In
order to ensure that this parametrization does not lead to
unphysically large values of Ṅion we impose the weak prior
that Ṅion/Aion < 10 at all redshifts.

Even this brief discussion illustrates the problem of
a suitable parametrization. With future observations, one
could imagine more sophisticated modelling, but, as we shall
show, current data is only sufficient to constrain two or three
parameters making more detailed modelling premature.

To illustrate some of the general features of our mod-
eling, we show in Figure 3 models with a constant value of
ζ = 30 and ζ = 45. This serves as a benchmark for illustrat-
ing some of the more generic features of our model. The con-
stant ζ leads to Ṅion tracing the rate of collapse of structure,
which peaks at z ≈ 6 in our model and drops going to lower
redshifts where the contribution from quasars is expected to
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Figure 5. Distribution of xi at redshifts z = 8, 9, 10, and 11 for
the twostep model. Same curve styles as for Figure 4.

Figure 6. Marginalised PDF for the Ṅion model. Different com-
binations of data are plotted: Lyα forest + WMAP5 (black), Lyα
forest (excluding z = 6) + WMAP5 (red), Lyα forest + WMAP3
(blue), and Lyα forest + Planck (black dashed).

4.3.2 Ṅion model

We now compare results from the Ṅion parametrization,

analysed in the same as way as in §4.3.1. Figure 6 shows

constraints on the model parameters. This model has signif-

icantly more flexibility than the ζ model, which shows itself

in the distribution of xi seen in Figure 7. The distributions

are very broad at z = 10 and z = 11 indicating that the data

does a poor job in constraining possible histories within this

Figure 7. Distribution of xi at redshifts z = 8, 9, 10, and 11 for
the Ṅion model. Same curve styles as for Figure 6.

parametrization. It is important to note that even with this

increased flexibility we still see that the IGM is largely ion-

ized by z = 8. Planck level τCMB constraints lead to better

localised distributions.

4.3.3 Comparison

In Figure 8 we give a sense of the best fitting histories pro-

duced by the two different parametrizations and combina-

tions of data. There is clearly considerable spread in the

sorts of history that are consistent with observations.

A natural milestone in the reionization of the Universe

is the point at which xi(z) = 0.5. This point is thought to

lead to distinctive signatures in the 21 cm signal (Lidz et al.

2007). In Figure 9, we plot the PDF for finding xi = 0.5
at a given redshift. Although there are differences in the

spread of uncertainty between our two parametrizations, we

see that in each panel the peak of the distribution lies around

z = 9− 11. Existing data has a relatively strong preference

for the Universe to be half ionized by z = 9. There is also

a marked tail of the distribution at redshifts greater than

this.

4.4 21 cm fluctuations and observations

We now turn to making predictions for 21 cm experiments.

Of particular interest is the ionization history. In the pre-

vious section, we calculated the marginalised PDF of xi in

separate redshift bins. We use the same calculation to cal-

culate constraints on xi as a function of z using the cumu-

lative probability to establish confidence intervals for the

model. Figure 10 shows 68-% and 95-% confidence inter-

vals for the ionization history calculated in our two mod-

els. It should not be surprising from our previous discus-

sion that the constraints on xi(z) are significantly less tight
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Figure 8. Redshift evolution of xi (top panel) and Ṅion (bottom
panel) for the best fitting history for the ζ (red curves) and Ṅion

(blue curves) models. Different combinations of data are plotted:
Lyα forest + WMAP5 (solid), Lyα forest (excluding z = 6) +
WMAP5 (dotted), and Lyα forest + Planck (dashed). Error bars
show the constraints on Ṅion from Table 3.

Figure 9. Marginalised PDF of xi(z) = 0.5. ζ model (top panel)
and Ṅion model (bottom panel). Same line conventions as for
Figure 6.

in the more flexible Ṅion model. This is a strong indica-

tion of how parametrization dependent our results are (note

that using a power law for ζ leads to similar constraints

as a power law in Ṅion). Regardless of the parametrization,

the Universe is likely to have been fully ionized by z = 8,

p(xi(z = 8) > 0.99) � 0.5.

Figure 10. Confidence intervals at the 95% (dotted curves) and
68% (dashed curves) levels and median history (solid curve) for
the ionization history for the ζ model (top panel) and Ṅion model
(bottom panel) using Lyα forest and WMAP5.

Although having a constraint on the ionization history

is useful, it is advantageous to map this into the expected

amplitude of the 21 cm brightness temperature power spec-

trum P21. In order to achieve this mapping, we need two

pieces of information: the evolution of the mean brightness

temperature and a mapping between xi(z) and the ampli-

tude of the fluctuations on a given scale. Predicting the evo-

lution of the mean brightness temperature requires, in ad-

dition to a knowledge of xi(z), information about the IGM

temperature and the Lyα background responsible for cou-

pling the spin and kinetic temperatures. There is consid-

erable uncertainty in predicting these quantities (see e.g.

Furlanetto 2006; Pritchard & Furlanetto 2007; Pritchard &

Loeb 2008), so we will instead naively assume that the gas

has been heated to Tk � TCMB and that TS = Tk as a

result of strong Wouthysen-Field coupling. With these as-

sumptions, we have

Tb = 27 xHI

„
Ωbh

2

0.023

« „
0.15

Ωmh2

1 + z
10

«
1/2

mK. (6)

To map a given xi(z) into the desired P21(k, z), we assume

the validity of the analytic model of Furlanetto et al. (2004)

to calculate the power spectrum of the ionized component

Pxx. This model, based on the excursion set formalism, has

been shown to provide a good match to numerical simula-

tions of reionization (Zahn et al. 2007; Santos et al. 2007).

Moreover it has been shown that the spectrum of fluctua-

tions can be well modelled given only xi; it is surprisingly

robust to other astrophysical parameters once xi has been

fixed (McQuinn et al. 2007). We numerically build a lookup

table specifying P21 as a function of z and xi, which is then

used to map our constraints on xi into constraints on P21(k),

where we fix k = 0.1 Mpc
−1

a scale roughly in the center of

c� 0000 RAS, MNRAS 000, 000–000

Contours from cumulative 
probability distribution (not 
1 & 2 sigma errors
and not best fit)

More restrictive 
parametrization gives tighter 
bounds on allowed histories

poly

step



Milestones of Reionization

poly

step

8 Jonathan R. Pritchard, Avi Loeb, and Stuart Wyithe

Figure 8. Redshift evolution of xi (top panel) and Ṅion (bottom
panel) for the best fitting history for the ζ (red curves) and Ṅion

(blue curves) models. Different combinations of data are plotted:
Lyα forest + WMAP5 (solid), Lyα forest (excluding z = 6) +
WMAP5 (dotted), and Lyα forest + Planck (dashed). Error bars
show the constraints on Ṅion from Table 3.

Figure 9. Marginalised PDF of xi(z) = 0.5. ζ model (top panel)
and Ṅion model (bottom panel). Same line conventions as for
Figure 6.

in the more flexible Ṅion model. This is a strong indica-
tion of how parametrization dependent our results are (note
that using a power law for ζ leads to similar constraints
as a power law in Ṅion). Regardless of the parametrization,
the Universe is likely to have been fully ionized by z = 8,
p(xi(z = 8) > 0.99) � 0.5.

Figure 10. Confidence intervals at the 95% (dotted curves) and
68% (dashed curves) levels and median history (solid curve) for
the ionization history for the ζ model (top panel) and Ṅion model
(bottom panel) using Lyα forest and WMAP5.

Although having a constraint on the ionization history
is useful, it is advantageous to map this into the expected
amplitude of the 21 cm brightness temperature power spec-
trum P21. In order to achieve this mapping, we need two
pieces of information: the evolution of the mean brightness
temperature and a mapping between xi(z) and the ampli-
tude of the fluctuations on a given scale. Predicting the evo-
lution of the mean brightness temperature requires, in ad-
dition to a knowledge of xi(z), information about the IGM
temperature and the Lyα background responsible for cou-
pling the spin and kinetic temperatures. There is consid-
erable uncertainty in predicting these quantities (see e.g.
Furlanetto 2006; Pritchard & Furlanetto 2007; Pritchard &
Loeb 2008), so we will instead naively assume that the gas
has been heated to Tk � TCMB and that TS = Tk as a
result of strong Wouthysen-Field coupling. With these as-
sumptions, we have

Tb = 27 xHI

„
Ωbh

2

0.023

« „
0.15

Ωmh2

1 + z
10

«
1/2

mK. (6)

To map a given xi(z) into the desired P21(k, z), we assume
the validity of the analytic model of Furlanetto et al. (2004)
to calculate the power spectrum of the ionized component
Pxx. This model, based on the excursion set formalism, has
been shown to provide a good match to numerical simula-
tions of reionization (Zahn et al. 2007; Santos et al. 2007).
Moreover it has been shown that the spectrum of fluctua-
tions can be well modelled given only xi; it is surprisingly
robust to other astrophysical parameters once xi has been
fixed (McQuinn et al. 2007). We numerically build a lookup
table specifying P21 as a function of z and xi, which is then
used to map our constraints on xi into constraints on P21(k),
where we fix k = 0.1 Mpc−1 a scale roughly in the center of

c� 0000 RAS, MNRAS 000, 000–000

• Universe mostly ionized by z=8 
• Mid-point of reionization typically occurs around z=9-11
• Polynomial more flexible, so larger spread in distribution
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Outline

• Current constraints on the reionization history

• Basic properties of the ionization structure

• Astrophysical uncertainties in models of the 21cm 
power-spectrum:

a) Contribution to 21cm signal from galactic HI 

b) Contribution to reionization from quasars

c) Contribution to reionization from X-rays

Astrophysical uncertainties lead to 21cm power-spectrum 
predictions that are systematically uncertain 



Galaxy Bias & Patchy Reionization

Standard 
Expression has 
δ=0 and R=∞.

C=2
C=10
C=20

Intensity not 
very sensitive 
to overdensity.



Characteristic Scale of HII Regions

Furlanetto, Zaldarriaga & Hernquist (2004) • An HII region forms when 
a critical number of 
photons are produced per 
baryon of IGM

• Ansatz: Ionizing photons 
produced in proportion to 
collapsed fraction, so that 
formation of an HII region 
corresponds to crossing of 
a barrier in mass 
overdensity

• The mass function of HII regions can then be calculated 
in analogy with the excursion set formalism 



“Structure” of Hydrogen Reionization 
is Sensitive to the Source Population

McQuinn et al. (2007)

•The structure of HII regions encodes information on 
population of galaxies responsible for reionization



• Reionization should leave a distinct mark on the power-
spectrum of spatial fluctuations in 21cm emission

• Galaxy evolution drives the evolution in the shape and 
amplitude of the 21cm power-spectrum

“Structure” of Reionization is Encoded 
in the 21cm Intensity Power-Spectrum

Barkana (2007)



•Compare observations with a multi-d grid of models

•Features of the 21cm PS could be connected to the galaxy 
population if the modeling was astrophysically complete

•Reionization models are not analagous to CMB fast!
Barkana (2008)

Power Spectrum Constraints 



Outline

• Current constraints on the reionization history

• Basic properties of the ionization structure

• Astrophysical uncertainties in models of the 21cm 
power-spectrum:

a) Contribution to 21cm signal from galactic HI 

b) Contribution to reionization from quasars

c) Contribution to reionization from X-rays

Astrophysical uncertainties lead to 21cm power-spectrum 
predictions that are systematically uncertain 



Some Astrophysical Uncertainties in 
Models of the Power-Spectrum

•Theoretical studies have concentrated on UV ionization 
and fluctuations from neutral IGM, or fluctuations in 
heating/spin-temperature owing to X-rays early in 
reionization

• There are at least 3 other obvious contributions

• HI in galaxies (DLAs at high redshift)

• A potential contribution to reionization from quasars

• A potential contribution to reionization (as distinct 
from heating) from X-rays



Semi-Numerical Models

Mesinger & Furlanetto (2007)
also Zahn et al. (2007) 

• Application of Bubble model to a realization of the 
mass density field

• Good agreement of fluctuation statistics with those 
produced using RT simulations

• Can be used to study different effects
• Computationally efficient



a)Effect of Galactic HI on the 21cm PS

• HI in galaxies can be significant by mass w.r.t the IGM 
towards the end of reionization (assume 2% by mass).

• Inclusion of galactic HI changes the PS amplitude by 
~20%, and changes its shape on small scales



• Assume a 10% contribution to reionization by overlap
• A quasar contribution increases the mean bias of 

ionizing sources and so changes the amplitude and 
shape of the 21cm power-spectrum

b) Effect of Quasars on the 21cm PS

Geil & Wyithe (2009)



c) Effect of X-ray Ionization

Warszawski et al. (2008)

• The X-ray contribution to the fraction of ionizations in 
the IGM during much of reionization could be 10s of %  

• While UV photons have a short m.f.p. and so retain the 
clustering bias of their sources, the long X-ray m.f.p. 
de-correlates ionizations from over-densities 



c) Effect of X-ray Ionization

Heating
Warszawski et al. (2008)

• The MWA will have sufficient sensitivity to detect the 
modification of the PS due to a 10–30 per cent 
contribution to reionization by X-rays, so long as the 
MFP falls within the range of scales over which the 
array is most sensitive (∼0.1 Mpc−1).



Summary
• Despite the uncertainties it is interesting to perform 

an inference exercise on analytic models:

- Reionization was likely complete by z=8

- Mid point of reionization probably z=9-11

• Astrophysical uncertainties like the quasar and X-ray 
contributions to reionization, and the density of 
galactic HI modify the predicted power-spectrum at a 
level comparable to projected MWA uncertainties 

• If the goal of 21cm studies is to unravel the 
astrophysics of the galaxies responsible for 
reionization from the shape and evolution of the PS, 
then modelling of the observations will need to 
include a range of effects in addition to ionization by 
UV photons from star-burst galaxies  


