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A short course on statistical inference



Recap

● Kolmogorov's definition of probability
● Bayes theorem
● Uniform random numbers
● Distribution of random numbers
● Histogram
● Probability mass functions and density 

functions (mostly from Glen Cowan's book and 
notes)



Recap

The set of all possible outcomes of a particular experiment is called 
the sample space S for that experiment

Coin toss   S = {H,T}
Tossing two coins  S = { HH, HT, TH, TT }

Event : Any subset of S

Random variables: variables characterising events

Momentum of an electron produced in the reaction pp → Z → e+e-

Events, Sample space
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RecapProbability mass, density functions
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Mean, Variance, Skewness, kurtosis

● Variance is the second 
standardised moment

● 3rd and 4th standardized 
moments (Pearson 
moments)

( - 3)



Covariance, correlation

denoted



Covariance, correlation 2

Prove



Scatter plot and regression



exponential



Exponential 2

● E[t] = τ
● V[t] = τ2

● Memoryless: 
● Cosmic muon lifetime experiment

● Homework: Check the statements



binomial
● Out of ten generated uniform random numbers, in {0,1} 

how many will fall in the interval {0,0.1}?
− Random, with average 1

● What is the probability that exactly two uniform random 
numbers out of ten generated urn's in {0,1}will fall 
between {0,0.1}

● (NCn)p
n(1-p)(N-n)  ,p =0.1, N =10, n = 2
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London lectures



poisson



Gaussian (normal)



Characteristic functions

● Characteristic functions are fourier transforms 
of pdf, in one to one correspondence with the 
pdf's

● For sum of random variables 



Characteristic functions 2



Characteristic functions 3



Characteristic function 4



Cauchy



Cauchy

● E(x) is not well 
defined

● V(x) tends to infinity
● Mode x0
● Fwhm: Γ



Student's t



Ionization loss
● Charged particle 

ionization is used to 
detect radiation
− Cosmic radiation was 

detected with Wulf 
electrometer

− Mars rover RAD detects 
radiation using ionization

● Delta rays give a long 
tail in energy loss due 
to ionization - Landau 

7 Aug. 1912

7 Aug. 2012



Landau distribution

● All moments infinite!



Chi-square (X2)



p-value

Source: wikipedia



Sum of random numbers?

● Question: How is the sum of two uniform 
random numbers distributed?

● How is the sum of many uniform random 
numbers distributed?



Central limit theorem
● Consider sum (xj) with mean mu_j and standard deviation 

sigma_j



Central limit theorem 2

● Neglecting higher orders

● Gaussian with mean 0 and variance sigma^2

● Transforming back, one gets Gaussian with sum (mu_j) and 
variance n*sigma^2

● Important: sample mean is Gaussian distributed

● Fails for Landau, Cauchy
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Linear Congruential Generator
● Goal: Generate Un uniform in the interval [0,1)

● Generate Xn in [0,m), Un = Xn/m

● Xn+1 = (a*Xn + c)%m – Linear congruential series

● Four constants required

● X0 (starting value/seed), a (multiplier), c (increment/bias),m 
(modulus)

●  X0 = a = c = 7, m = 10 will give 7, 6, 9, 0, 7, 6, 9, 0, ...
− Four magic numbers required:



Linear Congruential Generator 2

● Xn+1 =(65539*Xn)%pow(2,31)  
● This is essentially RANDU, most popular generator for many 

years
− Multiplicative congruential method (Lehman's original method)

− Mixed congruential method C != 0

● For the math (number theory): 
http://www.math.cornell.edu/~mec/Winter2009/Luo/Linear%20Congru
ential%20Generator/linear%20congruential%20gen1.html



Code for linear congruential generator
#include <iostream>
#include <ostream>
#include <cmath>
#include <TMath.h>
#include <TRandom2.h>
#include <TH1.h>
#include <TH1D.h>
#include <TCanvas.h>
#include <TStyle.h>

double GetUniform()
{
  Static int X0 = 12345, m = 0, Xn = 
0;
  m = pow(2,31);
  Xn=X0;
  Xn = (65539*Xn)%m;
  return (double)Xn/(double)m;
}

int main(){

  std::cout<<GetUniform()<<std::endl;

  return 0;
}



Marsaglia



Random numbers stay mainly in the 
plane





Multiply with carry

●  uint GetUint()
● {
●     m_z = 36969 * (m_z & 65535) + (m_z >> 16);
●     m_w = 18000 * (m_w & 65535) + (m_w >> 

16);
●     return (m_z << 16) + m_w;
● }



Test of randomness

● Diehard tests (marsaglia 1995)
● Birthday spacings, parking lot test, the craps 

test, monkey tests (based on infinite monkey 
theorem), count the 1's,...

● See 
eg:http://en.wikipedia.org/wiki/Diehard_tests



Test with linear congruential numbers
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Other distributions from uniform variate 

● Uniform random numbers can be used to 
generate other distributions

● Let x be uniform in (0.,1.), we want a new 
random number a in (a1,a2) distributed as g(a)

●  Conservation of probability:
● g(a)da = f(x)dx; f(x) = 1.
● g(a) = |dx/da|
● If g(a) is desired to be exponential then:
● (1/D)*exp(-a/D) = |dx/da| (D = const parameter)



Usfulness of randomness 

● What is the probability of getting two sixes in 10 
throws of a fair dice?

● Example code dicethrow
● What is the probability of two successive sixes 

in 10 throws of a dice?
● Modify dicethrow


